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AnoTauisi. CTaTTsl MpUCBsYCHA aKTyalbHIH MpoGiieMi BHUABICHHS IIAXPaChKUX aHOMAIH y
(biHAHCOBMX TpaH3aKLisIX 3a JOMOMOTOK METOAIB MALIMHHOTO HaBYaHHA. B yMmoBax cTpimkoi
uudpoBoi TpaHchopmanii (piHAHCOBUX CHCTEM Ta 3pOCTaHHsS OOCATIB TpaH3aKLiil TpaaWIiiHi
METOJM BHSBJICHHS IIAXpaiCTBa CTalOTh HEC(EKTUBHMMH, IO IiAKPECIIOE HAraibHy HOTPEOy
BIPOBA/DKCHHSI aBTOMATH30BaHMX Ta QJalNTHBHUX pimens. JlocmikeHHs Oasyerscsi Ha
MOeTaHOMY MiJXO[i, IO BKJIIOYAE IIrOTOBKY Ta 0OpOOKY NaHHX, NOOYIZOBY Ta HaBUaHHS
Mozenell knacudikamil, a TakoX OLIHKY iX edexTuBHOCTI. Byao mpoBeneHO MOpPIBHSIBHHUIH
aHaJIi3 CeMH NOMYJIPHUX AJTOPUTMIB MAalIMHHOTO HABYAHHS: JiHIIHOI perpecii, qepeB pileHs,
BunagkoBoro yicy (Random Forest), HeiipoHHHX Mepex, rpaxieHTHoro Oycrunry (Gradient
Boosting), XGBoost Ta SVC. Kiro4oBi pe3yipTaTé JOCTIIKEHHS MMOKAa3ajd, 10 aHcaMOIeBi
METOJM JEMOHCTPYIOTh HaiBHUIy e(eKTHBHICTh y BusBIICHHI miaxpaiicrBa: Random Forest,
Gradient Boosting ta XGBoost BusSBHIHCS HAWOIMBII IOMITBHUMHU JUIsS 3a7ad BHUSBICHHS
axpaicTBa, JEMOHCTPYIOUH CTablIbHO BUCOKI pe3ynbrath. Lle 0co0InBO BaXIMBO 3 OTIISIIY Ha
TUMOBUH aucOanaHc KiaciB (HEBENMKA KUIbKICTh INAXpaiChKUX TpPaH3aKLii TMOPIBHAHO 3
JIETITHMHUAMH) y peaidbHHuX (iHAHCOBHX NaHMX. EQEKTHBHICTH MoJeneil 3Ha4HO IepeBepIIye
IHII PO3MVISIHYTI aNrOPUTMH, IO BKAa3ye Ha IXHIO 3/aTHICTh BUSBISATH CKJIaaHI, HEOYEBHIHI
3aKOHOMIPHOCTI B JaHMX. byJo MiATBEpKEHO KPUTHYHY BaXKIMBICTh IPABUIBHOTO
HaJALITYBaHHs TilleprapaMeTpiB MOJENCH Ta ypaxyBaHHs QUCOAIaHCy KIIAciB JUIS JOCSTHEHHSI
MaKCHMalbHOI TOYHOCTI Ta MOBHOTH BHSBJICHHs WIaXpaichkux Tpansakuiil. Lle nossouse
YHUKHYTH T€PEHAaBYaHHA Ha JIOMIHYIOYOMY KJjaci Ta MiABUILMTH YYTJIHBICTH CHCTEMH [0
PiIKICHUX, ajie BaXIJMBHUX LIAXPAWCHKUX BHIAJKIB. [IpakTHYHA 3HAYYLIiCTh JOCIIIKEHHS
[oJIsirae B TOMY, IO 3alpOIOHOBAaHMHA MigXily 103BoJsie (DiHAHCOBHUM YCTAHOBAM 3HAYHO
MiIBHILUTH OmnepawiiiHy eheKTHBHICTb, MiHIMI3yBaTH (iHAHCOBI BTpaTH Ta 3MILHHTH AOBIpY
KiIi€HTiB. BrpoBa/pkeHHs Takux cucTeM 3abe3ledye KOMIUICKCHHH Ta afanTHBHHI 3aXHCT
(iHaHCOBOI CHCTEMH Yy Cy4acHOMY IHMHAMIYHOMY IM(POBOMY cepeIoBHILi. PesympraTn
JOCTIDKSHHS MiATBEPAKYIOTh epEeKTUBHICTh MALIMHHOTO HABYAHHS 5K MOTY)KHOTO IHCTPYMEHTY
U1t 60poTHOU 3 piHAHCOBUM IIAXPaiiCTBOM.

Kuro4oBi cioBa: MamvHHE HaB4yaHHs, (DiHAaHCOBE IIAXpaiiCTBO, MPOTHO3YBAaHHS AHOMAIH,
ancamOieBi meroau, Random Forest, Gradient Boosting, XGBoost, Tpancdep TexHOIOTIH,
nucbanaHce KiIaciB, (piHAHCOBI TpaH3aKIIii.

Abstract. The article is devoted to the topical problem of detecting fraudulent anomalies in
financial transactions using machine learning methods. In the context of rapid digital
transformation of financial systems and growth in transaction volumes, traditional methods of
fraud detection are becoming ineffective, which highlights the urgent need to implement
automated and adaptive solutions. The research is based on a step-by-step approach that includes
data preparation and processing, building and training classification models, and evaluating their
effectiveness. A comparative analysis of seven popular machine learning algorithms was
conducted: linear regression, decision trees, random forest, neural networks, gradient boosting,
XGBoost, and SVC. The key findings of the study showed that ensemble methods demonstrate
the highest effectiveness in detecting fraud: Random Forest, Gradient Boosting, and XGBoost
proved to be the most suitable for fraud detection tasks, demonstrating consistently high results.
This is especially important given the typical class imbalance (a small number of fraudulent
transactions compared to legitimate ones) in real financial data. The effectiveness of the models
significantly outperforms the other algorithms considered, indicating their ability to detect
complex, non-obvious patterns in the data. The critical importance of correctly configuring
model hyperparameters and accounting for class imbalance to achieve maximum accuracy and
completeness in detecting fraudulent transactions has been confirmed.
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This avoids overfitting on the dominant class and increases the system's sensitivity to rare but
important fraudulent cases. The practical significance of the study lies in the fact that the
proposed approach allows financial institutions to significantly improve operational efficiency,
minimize financial losses, and strengthen customer trust. The implementation of such systems
provides comprehensive and adaptive protection of the financial system in today's dynamic
digital environment. The results of the study confirm the effectiveness of machine learning as a
powerful tool for combating financial fraud.

Keywords: machine learning, financial fraud, anomaly prediction, ensemble methods, Random
Forest, Gradient Boosting, XGBoost, transfer of technology, class imbalance, financial
transactions.
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BCTYII

Y cywyacHOMy cBiTi (iHAHCOBI CHCTEMH 3a3HAIOTh CTpIMKOI IMdpoBoi TpaHchopmarlii, MmO
CYIPOBOJIKYETHCS 3pDOCTAaHHSM 00CSTIB TpaH3aKIiH 1 yCKJIaHEeHHIM (iHaHCOBHX omnepaniii. BogHouac 1i 3MiHu
MPU3BOJIATH JI0 3pOCTaHHS PU3HMKIB, TIOB’I3aHUX 13 MaXpaiiCbKUMHU JiSIMH, SIKi CTAaHOBIISITH CEPHO3HY 3arpo3y sik
Juisl (hiHAHCOBHMX YCT@HOB, Tak 1 Jursi ixHiX KiieHTiB. IllaxpaiicTBO y (hiHaHCOBOMY CeKTOpi HaOyBa€ Bce OLIbII
BUTOHUYEHUX (POPM, BUKOPHUCTOBYIOUHM CydacHi TEXHOJIOTIi st 00X0y TpaIULiHHUX CUCTEM 3aXHCTY.

3a manmMu Acowianii ceprudikoBaHux (axiBIiB i3 po3ciimyBanHs mmaxpaiictBa (ACFE), mopiuni
BTpaTH BiJ (piHAHCOBOTO IaXpaicTBa CATHYJIM MOHAA 5% J10XO0Ay opraHizauiil y Bcbomy cBiTi. Y 3BiTi 3a 2024
pik 3a3HaveHo, mo 53% BunaaKkiB maxpaiictBa Oynu mmo’si3ani 3 gakropamu nangemii COVID-19, a cepenniii
po3mip 30uTkiB ymepme 3pic 3 2016 poky. 30kpema, 3JOBMUCHUKH J€Nalli YacTillle BHUKOPUCTOBYIOTh
KPHIITOBTIOTH JIJIsI IPUXOBYBAHHS CIIJIB 3JI0YHMHY, @ TaKOX [IIOTh Yy perioHax, J¢ (piHaHCOBHH KOHTPOJb €
cnabumM. Y cepeqHbOMY THIIOBHMH BUIIQJOK IIaxpaiicTBa TpuBae Oynm3bko 12 micsuiB, mepul HiX Horo Oyne
BUSIBJICHO, 1110 CBIAYMTH IIPO KPUTHUYHY HEOOXIMHICTh OLIbII e)eKTUBHUX 3aCO0IB MOHITOPHHTY.

VY Takux ymMoBax TpaauLiiHI METOAM BUSIBICHHS IIaxpaicTBa — 0a30BaHi HA CTaTMYHUX IpaBWIIaX i
pYYHOMY aHaii3i — B)K€ HE BiANOBIAAIOTh Cy4aCHUM BUKJIMKaM. BOHHM He 311aTHI CBO€YACHO ONpAIbOBYBATH
BEJIMKI OOCSITH JaHUX 1 PO3II3HABATH CKJIAJHI aHOMAaJIbHI MAOJOHU MOBEIIHKH KOpHCTyBadiB. Came TOMy Bce
O1UIBIIIOT aKTyaTbHOCTI HAOyBa€ BIPOBAKCHHS TEXHOJIOTIH MAIIMHHOTO HABYAHHS Ta IITYYHOTO 1HTENEKTY, SKi
JIO3BOJISIIOTH CTBOPIOBATH aBTOMATHU30BaHI, alalTUBHI CUCTEMHU JUIsl IPOTHO3yBaHHS HIAXPaliChKUX TPaH3aKLiil y
PEKHMMI peasbHOTO Yacy.

L5 craTTs npucBsSYeHA PO3POOIICHHIO iIXOy JI0 BUSIBICHHS () iHAHCOBMX aHOMAIiH 13 BAKOPUCTaHHIM
QITOPUTMIB MAIIMHHOTO HaBYaHHSI. MeTol JOCHipkeHHsT € (opMyBaHHs €(QEKTHBHOI CHCTEMH, 31aTHOI
ineHTH(IKYBaTH MiIO3pLNI TpaH3akUil Ha paHHIX eramax, MiHIMI3ylo4d THM camMuM (iHAaHCOBI BTparw,
pernyTaiiiiHi pU3UKH Ta BUTPATH Ha FOPUIUYHI npouecH. KpiMm Toro, aBroMaTH3aisi TakMx MpOLECiB T03BOJISIE
3HAYHO TMIJBUIIUTH OMNepaliiiHy e(peKTUBHICTb, BIANOBIAATH Cy4aCHMM HOPMAaTHBHUM BUMOTaM 1 3MIiLHUTH
JIOBIpy KIIIEHTIB JI0 (hpiHAHCOBHX MOCIYT.

TakuM 4YHHOM, 3aCTOCYBaHHsS IE€PEJOBUX aHAJITUYHUX TEXHOJIOTI CTBOPIOE TMEPeyMOBH LIS
KOMIUIEKCHOTO 3aXHCTy (IHAHCOBOI CHUCTeMH, 3a0e3medyrodu il CTIHKICTh y AWHAMIYHOMY HHU(POBOMY
cepeoBuIlll Ta TpaHchepy TEXHOJIOTIH.

1. OI'JIA A JIITEPATYPU TA AHAJIOI'IB JOCJILI?KEHb

Hudposa Tpancdopmartist GiHAHCOBOTO CEKTOPY AOKOPIHHO 3MIHHUIIA XapaKTep 3AIHCHEHHS TPAaH3aKIIil,
3poOWBIK iX 3HAYHO 3PYYHIIIAMH, MIBHIIIAMHU Ta JOCTYIHIIIMMHA I KiHIIEBUX KOPUCTYBadiB. Y CydacHiH
(hiHaHCOBIHf eKOCHMCTEMi aKTHBHO pO3BUBAIOTHCS NUQPOBUI OaHKIHT, MOOIMBHI TJIATDKHI CHCTEMH,
KpUOTOBANIOTA Ta iHIII (DiHAHCOBO-TEXHIYHI pINICHHS, SIKi CHPUSIIOTH 3POCTAHHIO IHTETPOBAHOCTI Ta
B32€EMO3AJICKHOCTI (hiHaHCOBUX mporeciB. OMHAK pa3oM i3 MU IIepeBaraMy 3pOCTalOTh 1 PU3HKH, 30KpeMa y
cdepi (piHAHCOBOTO MAXpaicTBa, Ke CTAHOBUTH CEPHO3HY 3arpo3y CTa0iMbHOCTI (PiHAHCOBHX YCTAHOB i OBIpi
CIIO)KMBAYiB.

diHaHCOBE MIaXPaHCTBO OXOILIIOE INMPOKHH CIEKTP 3JIOYMHHOI IisTIBHOCTI, 30KpeMa BUKpaJICHHS
MEepCOHAIBHNX NAHMX, (IIIMHT, IaxpaiChKi TPaH3aKLii 3 BUKOPHCTaHHSIM IUIATDKHUX KapTOK, BiIMHBAaHHSI
rpouieit Tomo. 3rifHo 3 JocnimKkeHHsIMH [1], edexTnBHa 60pOTHOA 3 MU 3arpo3aMH € CKIIQJIHUM 3aBJaHHAM,
0COOJIMBO 3 ypaxyBaHHSAM CTPIMKOT'O 3pOCTaHHS OOCSTIB TpaH3aKI[iH i MOCTIHHOT €BOMIOMIT ITaXpaliChKUX CXEM.

14



MPUHLUIIOBI KOHIIEIIIi TA CTPYKTYPYBAHHS PI3HUX PIBHIB OCBITHU
3 ONTUKO-EJEKTPOHHUX IHOOPMALINHO-EHEPTETUYHUX
TEXHOJIOT' T

TpaaumiiiHi METOM BUSBJICHHS IIaXpaiicTBa — TaKi K CUCTEMH Ha OCHOBI IIPaBWI, (LIBTPH PU3UKY Ta
py4Ha IrepeBipKa TpaH3aKIii — 3a3BUYail IPYHTYIOTHCS Ha (DIKCOBAaHMX KPUTEpisX (CyMa, reoioKallisi, 4acToTa
TpaH3akuii Tomo). OnHaK B yMOBax BHCOKOI JMHaMIKM IM(QPOBHX omepamiid Ii MiJIXOJH JIEMOHCTPYIOTh
obmexeHy edexTuBHICTH [2, 3]. YacTo BHSBIEHHS MOPYIIEHb BiIOYBa€ThCs MOCT(HAKTYM, IO MPHU3BOAUTH JIO
(hiHaHCOBUX BTpaT 1 3HIKEHHs JIOBipH KiieHTIB. [TommpenHs crpo0 maxpalcTBa 3 OIIATOIO MPOTATOM POKIB
MIPO/IEMOHCTPOBAHO Ha PUCYHKY 1.

Prevalence of Attempted/Actual Payments Fraud in 2023
(Percent of Organizations)
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Pucynoxk 1 — ITomupenHs crpo0 maxpaiictsa 3 OMIaTo MPOTIrOM POKiB

3 MOSBOIO CyYacCHHUX TEXHOJIOTiH — 30KpeMa MammHHOTO HaB4aHHS (ML), mrygyHoro intenekry (Al) ta
Bemnkux ganux (Big Data) — 3'sBuimiicst HOBI MOKIIMBOCTI 7Sl BUSIBIICHHSI Ta 3al00IraHHS CKJIQJIHUM CXeMaM
maxpaiictBa. AnroputMu ML 103BONSIOTH 3IIHCHIOBATH aHAN3 TPaH3aKLid y PEeXHUMi pearbHOro dacy,
BHUABIISITH aHOMAJii Ta aJanTyBaTHCS IO 3MiH y TIOBEMIHII 3JTOBMHCHHKIB [4]. 3HaUHy pONB BiAIrpae TaKox
MMOBEIIHKOBAa aHANITHKA, AKa Ja€ 3Mory (opMmyBatd mpodini KITi€HTIB 1 (QiKCyBaTH BiIXWJICHHS BiJl THTIOBHUX
maTepHiB B3aemomii [5].

Kpim toro, TexHomorii Ook4eiH i po3noxineri peectpu (DLT) miaBHIMyOTs Po30picTs GiHAHCOBUX
MIPOIIECIB Ta YCKIATHIOIOTh Peati3aliio MaxXpaichbKUX Mil 3aBISKA HEMOXKIMBOCTI MiAPOOKH a00 3MIHH NaHUX y
peectpi 6e3 crigy [6].

VY BiIKpUTOMY AOCTYIIi TIOBHOIIHHI TPOTPaMHi peani3awii cucTeM BUABICHHS (DIHAHCOBOTO IIaXpanicTBa
TPAIUIIOTECS  PiAKO. bBinporicTh TakMX pilICHb PO3pOOISIOTECS B MEXax KOMEPIIMHMX KOHTPAKTIB IS
KOHKpPETHUX (DIHAHCOBUX YCTaHOB abo0 miampueMmcTB. [laHi, 0 BUKOPHUCTOBYIOThCS AJISI HABUYAHHS MOJETCH,
3a3BHYall € KOHQINCHIIHHUMHI W aganToOBaHUMHU Mif crienn(iKy KOHKPETHOro Oi3HECy, IO YHEMOJIIHUBIIIOE iX
[IMPOKE BUKOPHCTAHHS B aKaJEeMIYHUX a00 BIIKPUTHUX MPOEKTAX.

Haii0inpimr HaONMMKCHUMHU aHAIOTaMHU € TOCTITHUIBKI MOJENi, ONPHIIOAHEHI Ha TmaTgopMax Ha
kmrant Kaggle, ne mociinHuky npaioroTs 3 BinkputuMu nataceramu (Hanpukinan, Credit Card Fraud Detection
Dataset), BHKOHYIOUYM TOBHWIA LUK OOpOOKW: BiJ OYHMINCHHS W HOpMami3amii 10 moOyJoBH MoAemneH i
Bisyamizamii pesynbraTiB. Taki HMPOEKTH MO3BOJSIOTH OIIHUTH €(PEKTHUBHICTH PI3HUX ITOPUTMIB B YMOBax
HasIBHOTO HaOOpy IaHMX, aje iX MpaKTUYHA IHTeTpalis y peaibHi Oi3Hec-Tporiec oOMexxeHa depe3 BiIMIHHOCTI
B o0csTrax, CTPYKTYpi Ta JUHAMIL TaHHX.

HaykoBa umiteparypa CBiTYHTH IIpO 3pOCTAIOYMK IHTEpeC MO 3aCTOCYBaHHS METOMAIB INTYYHOTO
iHTenekTy B 00poThOi 3 (hiHaHCOBUM ImaxpaiicTBoM. Y poboTax [7, 8] mocmimkeHo 3acTOCYBaHHS HEHPOHHHX
MepexX, JiepeB pilleHb, HaiBHOro OaeciBChbKOro KiacugikaTopa Ta aHcaMOieBHX Mojened. ABtopu [9]
3aIllpONIOHYBaJI BHUKOPHCTaHHS PEKYpeHTHHX HeWpoHHuX Mepexx (RNN) nms oOpoOku  mocmizoBHOCTEH
TpaH3aKLii, 1o 3a0e31eYnsIo 3HaYHO Kpallli pe3yJIbTaTH B HOPIBHSAHHI 3 KIIACHYHUMH alrOPUTMaMH.

JloCHiIHNKM TaKOX aKLUEHTYIOTh Ha HeoOXiTHOCTI MOCTIHHOI ajganramii Mojeneld g0 HOBHX (opm
maxpaiicTa [9]. 3 Hi€r0 METOX MPOMOHYIOTHCS TIOPUIHI CHCTEMH, SKi MOETHYIOTh HATIIAO0BI Ta OC3HATIIAIOBI
METO/IM HaBYaHHS, 1110 JIa€ 3MOTY BHSIBIISITH HOBI, III¢ HE KJIacH(DiKOBaHi MaTepHU 3TOBKUBAHb.

3rigao 3 ananituaaumu 3Bitamu (ACFE, 2022; PwC, 2023), 6opoTs0a 3 maxpaificTBoM jaenaii Oiibiie
CTa€ MDKIUCHUIUIIHAPHOIO 3a7adyero, siKa OXOIUIIOE He Jmmie chepu pusuK-MeHemkMmeHty ta IT, ame it
MapKeTHHI, KIIEHTChbKE OOCIyroByBaHHA Ta cTpareriyne ynpasiiHHi. CydacHi opraHizauii ITOBHHHI
3a0e3nevyBaTy iHTErpamilo aHaIITHKH PU3HMKIB y BCi Oi3HEC-TIPOLIECH, CTBOPIOIOYM 3J1aro/KEHi KOMaHAH, L0
00'€JHYIOTb CIICIIIJICTIB 13 Pi3HUX rajy3eil.
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TpanuuiiiHo ouiHKa BapTOCTi (HiIHAHCOBOTO MIAXPAlCTBa BKIIOYAE PO3PAXYHOK MPSMHX 1 HEMPSIMHX
BUTpAT: BTPAT BiJl MAaXpaChKUX JIiii, BUTPAT Ha MpOTrpaMHe 3abe3MedeHHs, 3apo0iTHOI TIaTH aHATITHKIB, BUTPAT
Ha IOpUAWYHY MiATPUMKY Ta adbTEPHATHUBHI BHUTPATH, SKI BUHUKAIOTH 4Yepe3 TOPYIICHHS OOBIPH KIIEHTIB.
Bizyanizamiro nporo maxomy mojaHo Ha cxeMi HK4Ye (puc. 2).

BigcoToxk mpulyTKY, BHTpaueHHid Ha axXpaiicTBo

- #\

PecypcH, 4HCENBHICTD 3aco0u Ta TpaniBHAKHU LIS
NcpcoHaNy Ta 3apoliTHa nnara 3aXHMCTy BiJ WIaxpaicTBa

@akTHYHI BTpaTH B MaxpaiicTea

Pucynok 2 — Cxema npoBeieHHsI pO3paxyHKy BTpaT Bix maxpaiicTsa

Ls cxema imocTpye 3arajgbHY OIIHKY BapTOCTI IIaxpadcTBa s OpraHizamii, 00’€IHyrOUYH pi3Hi
KOMIIOHEHTH, IO CKJIAJA0Th (HIHAHCOBWH TArap BiJ Maxpaichkux [Iii. BoHa BKIIOYae YOTHPU OCHOBHI
CKJIAIOBI:

1. ®dakTHyHi BTpaTd BiJ MIaxpalicTBa — [e MpsMi (iHAHCOBI 30WTKH, SKUX 3a3Hala OpraHi3aris
BHACITIZIOK IAXPACHKUX Ail (HAPUKIIA]], HE3aKOHHE 3HATTA KOIITIB, MiApoOKa TpaH3aKIiid, BUKPaJICHHS JaHUX
TOIIIO).

2. Pecypcu, uncenpHICTh IepcoHay Ta 3apobiTHa tuiata (311) — BUTpaTH Ha JFOJICHKI pecypcH, 3aisHi y
BUSIBJICHHI, PO3CIIilyBaHHI Ta 3aro0iraHHi OIaxpaicTBy, BKIIOYAIOUM 1XHIO 3apo0iTHY IuiaTy, poboumii dac Ta
IHII BUTPATH, TIOB’A3aHi 3 YIIPABIIiHHAM PH3HKaMH.

3. 3aco0u Ta HpamiBHUKHU UL 3aXHMCTy BiJ IIaxpaicTBa — IHBECTHII y HporpamHe 3a0e3IeueHH,
TEXHIYHI cHCTeMHN Oe3NeKH, aHaJITH4YHI IHCTPYMEHTH, a TaKOX orulaTa mpami ¢axiBIiB i3 KiOepOe3nmeku Ta
KOMIUTA€HCY.

4. BigcoTok npuOyTKy, BUTpaueHHUH Ha MIaXpaiCTBO — 1€ YaCTHHA 3arajbHOr0 NpUOYTKY KOMMaHii, 110
(hakTHYHO H1e HAa TOKPUTTS BUTPAT, [TOB’I3aHUX 13 IAXPalCTBOM — SIK IIPSIMHX, TaK 1 HENPSMHUX.

Ils cxema meMOHCTpye, IO BapTICTh MHIaXpailCTBa HE OOMEXYEThCS JIMIIE NPSIMUMH BTpaTaMmu, a
OXOIUTIOE BECh CIIEKTP BUTPAT: Ha MEPCOHAN, TEXHOJIOTIi, 3ac00M 3aXUCTy Ta BTpadeHuii npudyrok. Came ToMy
opraHizauii NparHyTh BIIPOBa/UKyBaTH €(QEKTHUBHI CHCTEMH BHSBJICHHS Ta IIONEPEKEHHS IIaxpaicTBa, moo
MIHIMI3yBaTH IIi CyKYITHI BUTPaTH.

2. IOCTAHOBKA 3AJJAUI TA KJIIOYOBI ACIIEKTH

Mertor JOCHTIDKEHHST € Po3po0Ka eQEeKTUBHOT CHCTEMH B KOHTEKCTI TpaHc(epy TEXHOJIOTIH Juis
BUSIBJICHHS MIaXPalChKUX TpaH3aKIiii Ha OCHOBI METOMIB MAIIMHHOTO HaB4aHHS. [[mg 1poro HeoOXigHO
BHUKOHATH KOMIUIEKC 3aXO[iB, 10 OXOIUIIOIOTh €Taly MiATOTOBKH JaHHUX, HOOYJOBH Ta HAIAIITYBAaHHS MOJEIEH,
a TaKOX OIIIHIOBAHHS IXHBOI €()EeKTUBHOCTI.

1. ITixroroBka Ta 00poOKa JaHUX.

[Tepurm kpokoM € hopMyBaHHS SKICHOTO BXiJHOTO HA0OPY AaHUX, IIO BKITFOYAE:

1.1. OunmeHHs JTaHUX — YCYHEHHS AyOJiKaTiB, HEKOPEKTHUX 3aIMCiB, 00pO0Ka MPOITyIeHNX 3HAYCHb;

1.2. Hopmartizaitisi 9MCIIOBUX 03HAK — HANPUKJIIA, MACIITa0yBaHHS CYM TPaH3aKIIiH 11 3a0e3neueHHs
cTabLIbHOT pOOOTH aNTOPUTMIB;

1.3. KomyBaHHS KaTeropiaJbHHX 3MIHHHX — 3aCTOCYBaHHS TEXHIK, TaKuxX SK one-hot abo label
encoding;

1.4. ®opmyBanHs HOBHX O3HaK (feature engineering) — 30KpeMa, BUSBJICHHS 9aCOBHX, reorpagpiaHux
a00 TOBEAIHKOBUX MATEPHIB, SKi MOXKYTh OyTH iHGOPMATHUBHUMHY [T KiIacuikarii.

2. [TobymoBa Moteneit MaITMHHOTO HAaBYAHHSI.

HacTtymHuM eranom € BUOip Ta HANMAIITYBaHHS MOJENEH, 30aTHUX PO3ITi3HABATH aHOMAJIBFHI TpaH3aKIIil.
Jis BupimeHHs 3aa4i KiracuQikaril TomiIbHO MPOTECTYBATH KUTbKA MiIXOMIB, CEpel SIKHUX:
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2.1. JlorictnuHa perpecis;

2.2. lepesa pilieHsb;

2.3. AucambneBi metoau (Random Forest, Gradient Boosting, XGBoost);

2.4. UltyuHi HEHPOHHI MepexKi.

OCKITbKM  J1aHI MOXYTh OYTH CYTTEBO IMCOaaHCOBAaHUMHM (HANpHKIaJ, IIaXpaiChKi TpaH3aKil
CTaHOBJIATH Jinmie 1% BiJ 3arajgbHOI KUTBKOCTI), TOTPiOHO 3aCTOCOBYBATH CHEIiaibHI MIAXOIU O HABYAHHS
MoJiesiell — KOpPHUTYBaHHS Bar KiaciB, oversampling abo undersampling.

KpiMm Toro, mans JOCATHEHHS ONTHMAJBHUX pE3YJbTaTiB OyJe MPOBEACHO TileprapaMeTpuIHy
ONTUMI3AIiI0, KA JO3BOJISE MMIABUIIUTH TOYHICTE Ta CTA0LILHICTE MOJIEIEH.

3. OrniHrOBaHHS €(PCKTHBHOCTI MOJICIICH.

SxicTh moOyn0BaHUX MOJIeNel TIePEBIPSIETHCS 32 IOTIOMOT00 HU3KH METPHK:

3.1. TousnicTs (accuracy);

3.2. IloBHoTa (recall);

3.3. TounicTs mporHo3y (precision);

3.4. F1-mipa;

3.5. ROC-AUC.

Jns tnubmoro aHanizy Oyje 3/1iHCHEHO NMOPIBHSHHS MPOJYKTUBHOCTI MoJieliell Ha Habopax AaHuX i3
PI3HUM CIHIBBIIHOIICHHIM KiaciB, 30kpema 50/50, 99/1 ta 83/17. e 103BOJIUTH OLIHUTH CTIHKICTh CUCTEMH 10
PI3HOTO CTyMEHs TucOaanCy Ta alallTUBHICTh JI0 pealibHUX CIIEHapiiB.

4. Bubip 1 mAroToBKa JaHUX I SKCIICPUMEHTY.

OCKITbKH IOCTYI O pealibHUX (piHAHCOBHMX TpaH3aKIii OOMEXEHH, sIK JpKepeao OyJlie BUKOPHUCTAHO
BiZKpuTi Habopu nanux i3 iatdopmu Kaggle. I[Tpu Bubopi Oyzne BpaxoBaHO Taki KpUTEpii, IK HASIBHICTh MIiTOK
Npo [axpaiicTBO, CTPYKTypa IMOJiB (KareropiajbHi Ta YHUCIOBI O3HaKW), po3Mmip BuOipku Ttomio. Ilicis
3aBaHTaXXEHHs JaHl MPOUIYTh eTall MonepeHb0i 0OPOOKH, 1 TUIBKH MICIs 1[OI0 BUKOPHCTOBYBATHMYThCS IS
HaBYaHHS MOJETIEH.

3. MATEPIAJIN JOCIIAKEHHSA TA METOIH

Y Mexax AOCHIIKEHHS PO3pOOJeHO METOA MAUIMHHOIO HaBYAHHS, NPU3HAYEHMI U BHSBICHHS
maxpaichKuX aHOManiii y (iHAHCOBMX TpaH3akKuisX. Moro mera — 3MeHIICHHS (iHAHCOBHX BTpAT, SKHX
3a3HaIOTh (DVIHAHCOBI YCTaHOBH, MiANIPpUEMCTBA Ta (Bi3n4HI 0COOM Yepe3 MmaxpanchKi Jil. 3anpornoHOBaHMM T IXi/
peai3yeThes MOETAIHO, 13 3aCTOCYBaHHSIM Cy4acHHX IHCTPYMEHTIB Ta 0i6mioTek Python.

Etan 1. IligroroBka BximHmx manux. Ha mepmioMy eTami 3miHCHIOETBCS 3aBAaHTAKECHHS OaTaceTy 3
BUKOpHCTaHHAM 0i0mioTekn pandas. HeoOxigHoo mepemyMoBoro ais moOynoBH eQeKTHBHOI MOJIENI € sKiCHa
MATOTOBKA JaHWX — BUAAJICHHS MPOIYCKiB, AyOJOBaHb, a TaKOXX OYMIICHHS BiJl HEpEIEBaHTHHUX aTPUOYTIB.
OTtpumaHi 9HCTi AaHi CTPYKTYpyIOThes y Burisiai DataFrame.

Etam 2. MacmraOyBanHs Ta HOpMamizamis naHux. s 3a0e3medeHHs KOPEKTHOI PoOOTH aNTrOpUTMIB
MaIIMHHOTO HABYAHHS BaXXIIMBO MPUBECTH YHCIOBI 3HAUYEHHS O OJHOTO MacmTady. 30KpemMa, HOpMali3yeThCs
o3Haka Amount 3a momomororo RobustScaler i3 momyms sklearn.preprocessing, skuii BpaxoBye MeIiaHy Ta
IHTepKBapTWIBHAN pO3Max, M0 POOUTH HOTO CTIHKMM 10 BUKHZAIB. MacmTaOyBaHHS OCOOIMBO BaKIMBE LIS
MoOJeNel, YyTIUBUX 1O PI3HHUIN y Aiarma3oHaxX O3HAK — TaKWX SK JIOTICTHYHA PErpecis, METOX OIOPHUX
BEKTOpiB, HEUPOHHI MEPEeXKi, a TAKOXK aJTOPUTMH, 110 BUKOPHCTOBYIOTh TPAIIEHTHHH CITYCK.

Kpim Toro, i3 HabOpiB JaHWX BWIyYalOThCS HETIPHIATHI ab0 HepeleBaHTHI O3HakW, Taki sk 1D,
reorpadiuHi aTpuOyTn abo iHIII cIy)00Bi MO, 0 HE HECYTh 3HAUYIIO1 iH(popMaIIii 11 3a1a4i KI1achQikarii.

Etan 3. ®opmyBaHHS HaBYIBHOI TA TECTOBOT BUOIpKH. MacHB MiArOTOBICHNX JAaHHUX HMOAIISETHCA Ha
TpPeHyBallbHY Ta TecTOBY BHOIpkH y cmiBBigHOmeHHI 80/20 3a momomororo ¢yHKMil train_test split 3
mapameTpami test_size=0.2, random_state=42 Ta stratify=y. Takuii po3momis T03BOISE:

3.1. YHUKHYTH TIepeHaBUYaHHS MOJIENI;

3.2. 3niliCHUTH KOpEKTHE HalAIITyBaHHA TilleprapaMeTpis;

3.3. O0'ekTBHO OLIHUTH e()EeKTUBHICTH KIacu(iKaIlii Ha paHilie «HeOaueHIX) JaHHX;

3.4. 30epertu 30amaHCOBaHE CITIBBITHOIICHHS KJIACIB.
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Eran 4. TloOymoBa Ta HaBuaHHiS Mojeneil knacudikauii. [{ns knacudikaumii — TpaH3akiiii
BHUKOPHCTOBY€ETHCS OiHApHUHA iaxia (mraxpaicpka/He mIaxpaichka). B 3amexHOCTI Big anroputMy (HalpHKIas,
JIOTICTUYHA perpecis, AepeBa pillleHb, BHUIAIKOBHU JIIC, Tpaji€eHTHUH OyCTHHT), MOJENi HAaJamITOBYIOTHCS
IHAMBiTya bHO: OOMPAIOTHCSA BINMOBIMHI MapaMeTpH, Taki SK KiIbKICTh JepeB, TIMOMHA JepeBa, IIBUAKICTH
HaB4aHHA Tomlo. [1inGip mapamerpiB 3IiMCHIOEThCA 3 ypaxyBaHHAM SKOCTI Kiacu(ikarii Ta 0OYHCIIOBAIBHUX

pecypcis.

Eran 5. Ominka edextuBHOCTI Monmem. Ha 3aBeprmanpHOMY erTari MPOBOIUTHCS AaHANI3 SKOCTI
noOysoBaHUX Moieneil. BUKOPHCTOBYIOThCS TaKi METPHKH:

5.1. Marpuns moxu6ok (Confusion Matrix) — 103BOJISIE€ OWIHUTH KiJBKICTh MPABHIIBHUX Ta XUOHUX
nependavens aist koxHoro knacy (TP, FP, FN, TN);

5.2. 3BiT npo knacudikamiro (Classification Report) — Bkirtogae taki METpUKH, SIK precision, recall, F1-
score;

5.3. AUC-ROC kpuBa — AEMOHCTpY€E 3[aTHICTh MOZETI PO3PI3HATH KIacH HE3aIeXHO BiJ IOpPOTy
NPUIHATTS PillIeHb;

5.4. Accuracy — duacTka NpaBWIBHUX HependadeHb. 3a3HayMMO, IO 4Yepe3 MOXJIIMBHH ucOaiaHc
KJIaciB ISl METPHUKA PO3TIIAIAETHCS J10JIaTKOBO.

3anponoHoBaHa METOMKA € YHIBEPCAJIbHOIO i MOKe OyTH ajanToBaHa A0 iHIMHX (iHAHCOBUX HAOOPIB
JaHUX 3 QHAIOTTYHUMH 3aJa4aMH BHSIBJICHHS LIaxpaiicTea.

VY nmocmimkeHHi OyJi0 TpOaHANi30BaHO E(PEKTHBHICTH CEMH NOMYJSPHHX AITOPHTMIB MAITHHHOTO
HaBYaHHS Ul BUSBICHHA aHOMaliid y (iHaHCOBHMX TpaH3akuisx. KokHa Monenb Mae BIacHI NepeBaru Ta
0OMEXEeHHSI, 10 00YMOBIIIOE iXHIO PUIATHICTH 1O KOHKPETHUX THIIIB JTaHUX:

1. Jlimitina perpecis (Linear Regression). He3Bakaioum Ha CBOIO MPOCTOTY, LI MOJETH MOXKE
3aCTOCOBYBATHCH I OiHapHOi kimacudikamii. BoHa 103BOMNSE BpaXOBYBAaTH Bary KJIAciB, MO € BaKIUBAM IS
He3z0amaHCcoBaHMX HaOopiB. Halikpamii pe3ynpraTé mokas3aB saga, Tofi sk liblinear O0yB edexTHBHIIMAM IS
Manux BHOIpok. Mojens 0OMeKeHa y 37JaTHOCTI BioOpakaTH CKIIAIHI HENiHIIHI 3aJIe)KHOCTI, a TAaKOXK MOTpedye
TIOTIEPEAHBOT0 MacIITa0yBaHHS O3HAK.

2. JlepeBa pimens (Decision Tree). InrepnperoBana Ta mBHAKAa MOAENb, L0 HE IMOTpedye
MacmTadyBaHHS O3HaK. Y JOCHIKEHHI IPOAEMOHCTpYBaJla CXWIBHICTD 0 TepeHaBYaHHs, TOMY Oylo oOpaHo
0oOMeeHHS IMTUOMHK (0 5 pIBHIB) Ta BCTAHOBJICHI IOPOTW JUIS MiHIMaJBHOTO PO3OMTTS BY3JIB i 3pa3KiB y
mucTi. Mozens 4yTirBa 10 3MiH y JaHUX 1 MOCTYHA€ThCsl aHCAMOJIEBIM METO]aM 32 TOYHICTIO.

3. Bunankosuit mic (Random Forest). ArcamOneBuii miaxig HAa OCHOBI JiepeBa pillieHb, MO CYTTEBO
3MEHIYE PU3UK IlepeHaBuaHHs. [loka3aB crTaOiIBHO BHCOKI pe3yiabTaTH Ha BCix Habopax. Y Mopeni
BuKopucToByBaiucs 50 nepeB rnubuHo0 10 10 piBHIB, i3 MiHiMyMoM 10 3paskiB Ha smcTi. [lepeBaroro € Takox
MOJJIMBICTh BU3HAUEHHS BR)KJIMBOCTI O3HAK.

4. Hetiponna mepexa (MLP Classifier). bararomapoBa Mojens, mo 100pe mpairoe 3i CKIIaJHAMHA Ta
BEJIMKOPO3MipHUMHU AaHUMHU. OCHOBHI IepeBaru — THYYKICTb 1 3[aTHICTh MOJIEIIIOBATH CKJIa/(HI B3a€EMO3B’SI3KH.
OnHak MoJenb NOTpeOye PEeTeNIbHOr0 HaJallTyBaHHS apXiTEeKTypH, 3HAYHHX OOUYUCIIOBAJIbHUX PECYpCIB Ta
BEJIMKOI KUTBKOCTI HaBYANIbHUX JaHuX. CKiIaqHa Ui iHTepIpeTarrii.

5. Gradient Boosting. AncamOieBuii MeToj i3 IOCIJIOBHUM HaBYaHHSAM JIEpEB, IO JIO3BOJIE
KOPUT'YBaTH ITIOMWJIKU ToTiepeiHiX Mojenel. [IpojeMOHCTpYBaB BUCOKY TOYHICTh IPH MOMIipHiN TuOuHI (10 3)
ta Kuibkocti nepes (100). 3navyenns learning rate BcTaHoBieHo Ha piBHI 0.1 i GajaHCy MiX IIBUAKICTIO Ta
skicTio. [lepeBaroto € CTIHKICTB 10 He30aNaHCOBaHUX JIAaHUX 3aBJSIKH MIITPUMIII Bar KJIacis.

6. XGBoost. OnTuMizoBaHa Bepcis rpalieHTHOTO MiZICUIICHHS 3 BUCOKOIO MPOAyKTUBHICTIO. [linTprmye
00poOKy MpONyIIeHNX 3Ha4eHb 1 Mae BOyJIOBaHYy pEryJsipu3aliio, IO 3HIKYE PHU3UK IIepeHaBUAHHS.
BukopucroByBaBcsi 3 THMHU K napamerpamu, mo i Gradient Boosting, i miaTBepaIuB cBOIO epEeKTUBHICTh Ha
pi3HEX Habopax JaHHX.

7. SVC (Support Vector Classifier). OquH i3 HalTOUHIIIMX, ajie i HalpecypCOEMHIIINX alrOPUTMIB.
Haiikpame npairoe Ha He30aJlaHCOBaHUX HaOOpax, J€ KJIacoBa HEPIBHICTH KOMIICHCYETHCS BiJIOBITHHUMU
Baramu. HaBuaHHs 3aiiMano 3HauHMi 4ac (IO TOAWHM), OJHAK MOJEIb JIEMOHCTpyBaja I0Opy 3/1aTHICTbH
PO3MEKOBYBATH CKJIAJIHI KIIACH.

Li pe3ynbraTH MiATBEPIXKYIOTh JOLUIBHICT, BUKOpUCTaHHs aHcamOneBux meroiiB (Random Forest,
Gradient Boosting, XGBoost) s 3asa4 BUSBIEHHS MIaXpalCTBa, a TaKOXK JAEMOHCTPYIOTh Ba)KJIHMBICTh
HaJIAIITYBaHHS NapaMeTPiB 1 ypaXyBaHHs JUCOATaHCy KIIACiB ISl MiABHUIIEHHS TOYHOCTI MOJIEIIEH.
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Posnoxin maHMX Ha HaBYAIBHY Ta TECTOBY BHOIpKM € (yHIaMEHTAJIbHMM €TaloM Yy Tpoleci
MAaIIMHHOTO HAaBYaHHS, SKUH /J03BOJISE 00 €KTHBHO OIIHUTH 3[aTHICTh MOJENI JI0 y3arajJbHEHHs Ha HOBHX,
panimre He 6aueHux manux. L{ei miaxin mependadae mo il HOBHOTO HA0OPY TAaHKX HA JB1 YaCTUHU:

1. HaBuansHa BHOipKa BUKOPHCTOBYEThCS sl TOOYA0BH Mojielni. Bona cranoBuTh 3a3Bnuaii 70-80%
yCiX AaHuX, 1o 3abe3nedye MOJENl IIMPOKWHA CHEKTp NPUKIANIB JUIS BHUABJICHHS 3aKOHOMIpPHOCTEH Yy
TpaH3aKLisX pi3HOro THIy. UnM OULTBIINIA 00CAT HaBYaIbHOT BUOIPKH, TUM OlNbINE MATEPHIB — SIK JIETaJIbHUX,

TaKk 1 IIaxpaiicbKUX — MO)KE BUBUUTH MOZENb, 110, Yy CBOIO Yepry, MiABHIIYe il e(eKTHBHICTH Mix 4Yac
nepenoaYeHHs.
2. TecroBa BuOipka — ue pemra aaHux (nepeBaxHo 20-30%), sika HE BHKOPUCTOBYETHCS IIifl 4ac

HaBuaHHs. BoHa ciyrye Juist nepeBipky NPOAYKTHBHOCTI MOJIENI HAa HOBUX NPHUKIIAAAX, IO JO3BOJISE BUSIBUTH 11
3JIATHICTP JI0 TeHepatizauii. Takuil miaxin BiNOBigae KOHIENII] HABYAHHS 3 YYUTENeM, KOJIM MOJIENb CII0YaTKy
"BUMTBCA", a MOTIM 11 "'TIepeBipsIOTH" HA HE3aIe)KHOMY HaOOPI.

VY mporieci moxity JaHUX MOXXYTh OyTH 3aJjaHi TOJJaTKOBI apaMeTpu:

o test size=0.2 — BH3HAYa€ YAaCTKY JaHMX, BiABeAEHY Mt TecTyBaHHA (20%);

o stratify=y — 3a0e3nedye mponopuiiHe MpeAcTaBIeHHS KI1aciB y HaBUAIBHIHN 1 TeCTOBIH BHOipKax, 110
€ KPUTUYHO BayKJIMBUM JJIsl He30aaHCOBaHNX HaOOPiB;

e random_state=42 — (ikcye TOPAIOK BHUIIAJKOBOTO PO3OHTTS, 3a0E3MeUylOYr BiATBOPIOBAHICTH
pe3ysbTaTiB Ta 3aM00iraroul MOXIMBOMY IEPEKOCYy y BUOipKax.

i 3axoam cripsMoBaHi Ha MiHIMI3allil0 NEpeHaBYaHHS — CHUTYallil, KOJH MOJIEIb AEMOHCTPYE BUCOKY
TOYHICTb Ha TPEHYBAIBHHX JAHUX, ajJe BTpadac eeKTUBHICTH IIPU pOOOTI 3 HOBUMH.

OmiHka SKOCTI MOJeNi 3MIHCHIOETBCS, 30KpeMa, 3a JIOIOMOTOI0 3BITY NpO KiIacHdikaiiio, SKHi
BioOpaxkae OCHOBHI MeTpuku edektuBHOCTi. OnHielo 3 KirouoBux € TouHicTh (Precision) — me dwacTka
NpaBWIBHO Nepea0ayeHNX MO3UTHBHUX BUIIAJKIB cepell yciX mepeabaueHuX sIK MO3WTHBHI. Bucoke 3HadeHHs
TOYHOCTI CBITYMTH PO HE3HAYHY KUTBKICTh XHUOHOMO3UTHBHUX Pe3yabTaTiB. OOUHCIIOETHCS 32 (POPMYIIOH0:

. . TP
Precision = —— Q)
TP +TF

ne TP — ictuaHO 1o3uTuBHI, TF — XMOHONIO3UTHBHI niepeadadeHHsI.

Recall (4yTnmBicTh) — Iie TMOKa3HHK, II0 BiJOOpaka€ 34aTHICTh MO BUSBIATH BCi (haKTHYHI
MO3UTHBHI BUMAJKK. BiH 00UHCITIOETHCS SIK 4aCTKA MPABUIIBHO KIIACH(DIKOBAHMUX MO3UTHBHUX PE3yJbTATIB cepel
yCiX peanpHUX IO3UTHBHUX NPHUKIAAIB. Brcoke 3Ha4YeHHS YyTIMBOCTI CBITYHUTH MPO HE3HAUHY KUTBKICTH
XNOHOHETaTUBHUX NependaueHsb. PopMaIbHO 00UUCITIOETHCS 32 (POPMYIIOIO:

Recall = —~— )
TP +FN

ne TP — icturHO no3uTHBHI, FN — XWOHOHETaTHBHI PE3YJIbTATH.

F1-mipa — 11e rapMOHIYHE CEepeTHE MIXK TOUHICTIO (precision) ta yymuBicTio (recall), ske 103BoJIsIE
JIOCSITTH OaJlaHCy MK IIMMH JIBOMa MeTpUKaMu. BoHa 0coOJIMBO KOpHCHA B yMOBax He30aJIaHCOBAaHMX JaHUX,
KOJIU BaXXJIMBO BPaXOBYBAaTH SIK XMOHOIO3WTHBHI, TaK 1 XMOHOHEraTWBHI mnepeadaveHHs. Po3paxoByeTbes 3a
JIOTIOMOT'0I0 HACTYMHOT (hOpMYJIH:

F1 = =2 - 3)

( 2 ) precision - recall
precision + recall

recall™1 + precision™1

Support — 11 KiJIbKiCTh peabHUX MTPUKIAJIB KOXKHOTO KIacy, 110 MICTAThCS B TecTOBOMY Habopi. Llei
MOKa3HUK JloIoMarae Kpaile iHTEepHpeTyBaTH 3HA4eHHS METPHUK (TOYHOCTI, WyTJIHMBOCTI TOLIO) B KOHTEKCTI
00CsTy TaHHX ISt KOXKHOTO KJIacy.

ROC-AUC (Receiver Operating Characteristic — Area Under Curve) — moKa3HHK, IO BiJoOpaxae
3JIaTHICTD MOJEINI PO3PI3HATH MIXK KJIACAMH IIPU PiI3HUX MOPOTOBUX 3HAYCHHSIX.

ROC-kpuBa nokasye CiBBiIHOLIEHHS MXK piBHEM BuUsBIIeHHs no3uTHBHUX KiaciB (True Positive Rate)
Ta piBHEM XMOHOIO3UTHBHUX clipanboByBaHb (False Positive Rate) npu 3miHi nopory kiacudikarii.

AUC (nutomia miJi KpUBOIO) — YUCIIOBUH NMOKa3HUK, 110 BiZoOpakae 3arajibHy sIKiCTh KilacugikaTopa:

1.0 — ineanbHa Kacudikaris,

0.5 — Mojenb He 3/1aTHA PO3PI3HATH Kilacu (BUIIaKOBE BralyBaHHs),

<0.5 — NpOAYKTHBHICTS Tiplla, HiXX BUNaIKOBA.
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Tounicte (Accuracy) — 3arajbHa dYacTKa NPABIIIBHO KIACH(IKOBAHMX TMPHKIAMIB Cepel yCix
MpUKIaAiB. X04a IIsI METPUKA € MPOCTOI0 JJIS PO3YMIHHS, BOHA MOXKe OyTH OMaHJIMBOIO IPH HE30aIaHCOBAHMX
nanux. Hanpuxian, sikmo 95% 3paskiB HanekaTh 0 OJHOTO Kiacy, MOJEINb, sKa 3aBKAW Iependadae came
fioro, nocsirie 95% TOYHOCTI, ajge HE MaTUME pealbHOi KOPHCHOCTI [UIS BHSABICHHS MEHII NPEJCTaBICHOTO
KJ1acy.

®opmyna 00UNCIIEHHS TOYHOCTI:

TP + TN
Accuracy = 4
Y = IPrTN+TP+FN )

ne TP — icturHO mo3utuBHi, TN — icTUHHO HeratuBHI, FN — XUOHOHETaTHBHI Niepe0aYeHHS.

O1iHIOBaHHST MOJIENIel 3a JIONMOMOTOI0 METPHK, Takux K Marpuus noxubok, AUC-ROC Ta TouHicTh
(Accuracy), mae 3Mory BceOIYHO IpoaHaNi3yBaTH e(EKTHBHICTH alrOPUTMIB, BU3HAYMTH IXHI IlepeBard Ta
oOmexeHHs. Takuii miaxig m03BOJsg€ OOIPYHTOBAHO OOHMpAaTH ONTHMAIBHI METOMM I IHCTPYMEHTH, IO
(opMyIOTb OCHOBY Uil IMOOYZOBM €(QEKTUBHOI CHCTEMH BHSBJICHHS INAXpaHChKUX TpaH3aKLil, 37aTHOI
MiHIMI3yBaTH (piHAHCOBI PU3UKH SK IS Oi3HECY, TaK 1 JUII KOPHCTYBaUiB.

4. BUBIP HABOPIB JAHUX JOCJI/JUKEHHSA MAIIMHHOTI'O HABUYAHHSA JUIA
MPOTHO3YBAHHS IIAXPAMCBKUX AHOMAJIIA Y ®IHAHCOBHUX TPAH3AKIISAX

VY naHoMy JocCiijpKeHHI OyJI0 BUKOPHCTaHO TPH Pi3HI HaOOpHW JaHMX JUIS aHali3y Ta IPOTHO3YBaHHS
IaxpaichbKUX aHOMaJTill y (iIHAHCOBHX TPaH3aKLisX i3 32CTOCYBaHHIM METO/IIB MAIIMHHOTO HaB4YaHHS (puc. 3).

[Nepmmit Habip qaHUX MicTUTH iH(OPMaIiIo PO TPaH3aKLil 3 KPEAUTHUX KApTOK 32 BU3HAYECHHUH 1epios
yacy. 3aranbpHa KiTbKICTh 3amuciB cTaHOBHTH 248 807, 3 sxux ymmie 492 € BUmagkamu miaxpanctBa. Takum
YHHOM, CIIOCTEPIra€Thcsi CYTTEBHH mucOanaHc KiaciB: npubmmzno 99% — merituMHi Tpansakmii, 1% —
mIaxpanceki. Y CTpyKTypi HBOro HabOpy NpelcTaBiIeHO 28 aHOHIMI30BaHHMX O3HAK, MO3HaueHHX sk V0-V28,
3MICT SIKHX HE PO3KpUBA€ThCS 3 MIpPKyBaHb KOH(QiAEHIIHHOCTI. JIOCTYMHMMH 3aJIMIIAIOTHCS JIMIIE JBa
napametpu: «Hacy ta «Cymay, 1110 00MeXye MOXKITMBOCTI TIOBHOTO aHaJIi3y TpaH3aKIiil.

Hpyruii Habip nanux, OyB LITyYHO 3reHEPOBAHMH, OJHAK Mae€ PIBHOMIPHUH pPO3MOALN KJaciB: MO
560 863 TpaH3akLiii y KOXHOMY Kjaci — ImaxpalcbkoMy Ta JeritTuMHoMy. Lleil HaOip BHKOpHCTOBYETHCS
MepEeBaYKHO JJIsI TPEHYBAHHSI MOJIENIEH, OCKIJIBKM BiH J03BOJISIE YHUKHYTH BIUIMBY AucOallaHCy KJIACiB Mif| Yac
HaBuaHHs. CTPYKTYpHO BiH ITOAIOHMIT 10 MEPIIOro: TAKOX MICTUTH 03Haku V0-V28, mpoTe BiACyTHIN nmapamerp
«Yacy, HaToMicTh 3’sBIsieThest aTpuoyT «IDy, sikuii He Mae iH(OpPMAaTHBHOI LIHHOCTI AJIsl HABYAHHS MoJeNel. Y
3B’s3Ky 3 UM cToBIenb «IDy» Bunanserscs 3 Habopy nepen oOpoOKoro, 1100 3armo0irTd BAHUKHEHHIO TIOMHJIOK,
CIPUYMHEHHUX PO301KHOCTSAMH y CTPYKTYP1 JaHUX.

= # V26 = #H W27 =

#
<
N
®
|

# Amount

# Class =

abc Transaction amount 1 for fraudulent

A L1

3.52 -22.6 31.6 -15.4 33.8 o

transactions, 0 otherwise

25.7k o 1

3528

8143

35251

2038

19756

37834

-8.189114843888824

B8.125894532368176

-0.139896571514147

-0.2219288444584087

8.502292224181569

8.185914779097957

-8.257236845917139

B8.1335583767408387

-8.88898309914322813

-8.85535279468384261

B.8627228487293033

B8.219422229513348

B.253844224739337

B.8345874297438413

-8.8218538534538215

8.8147241691924927

-8.85975184859292684

9.8614576285006353

8.215153147499286

©.8878802569229443

9.80516776890624916

Pucynok 3.a — OOpani Tpu HabOpH NaHWX Ul JOCHIPKEHHS LIaXpaiChbKUX aHOMallii y (iHaHCOBHX

TpaH3aKILisx (30KpeMa, a) 3 iH(pOpMaIli€lo PO TpaH3aKLii 3 KPEIUTHUX KapTOK 3a BU3HAUYECHHH IepioJ yacy; 0)
MITYYHO 3T€HEPOBAaHUI, OJJHAK Ma€e PIBHOMIPHHMI pO3IOJIUI KIIACiB; B) HAOMMKEHUH 710 peabHUX YMOB)
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# V26 = #+ V27 = # V28 = # Amount = # Class =
The transaction amount Binary label indicating

whether the transaction
is fraudulent (1) or not (0)

-8.23 5.62 -10.5 ns -39 77.3 50 24k o 1

-B8.434823980875374323 -0.881230108608166756 -8.1518454864555771 17982.1 2]

8.2965827840269881 -8.24885285857784948 -8.8645119229692818 B8531.37 a

-B8.3128945478459945 -8.38825803544491 -8.244718229394656087 2573 .54 a

-B8.5159582587846878 -8.165316490838384224 8.848423625556267576 5384 .44 a

1.871125586437274 08.823711598569375818 8.419117267818846 14278 .97 a

B .2526698696704796 B .P6668A92973208433 B8.89581158731982829 6981 .49 a

£ dob = o trans_num = # merch_lat = # merch_long = # is_fraud =

Date of Birth of Credit

Transaction Number

Latitude Location of

Longitude Location of

Whether Transaction is

Card Holder Merchant Merchant Fraud (1} or Mot {0}
17-07-1989 1%
sroemee ” e van .'.i
unique values

Other (14057) 97% 19 67.5 167 _88.6 o 1
8%-11-1939 a3806e984cecbacBBlod 65.654142 -164.722683 1

8184coedad3al
B9-11-1939 a59185fe1b9ccf213231 65.468863 -165.473127 1

581d7477573T
a9-11-1939 86balaB888b42cd392588 65.347667 -165.914542 1

1fa34177bded
B9-11-1939 3aB68feld856fBecedbe 64 .445835 -166 .888287 1

d33e4b5f4496
B%-11-1939 891cdd119182875%9dc2e 65.447094 -165.446843 1

dc224347aeff
@2-11-1939 ef@1Basfafs78d306a05 64 .088838 -165.184878 1

B)

Pucynoxk 3 (mpomoBxenHns1) — OOpaHi Tpu HaOOpH AaHUX JJIS TOCIIKEHHS MIaXpaiiChKUX aHOMAJii y
(hiHaHCOBUX TpaH3aKLifAX (30KpeMa, a) 3 iH(OopMaIli€lo Mpo TpaH3aKIil 3 KPEIUTHUX KApTOK 32 BH3HAYCHHUN
repiox yacy; 0) MTYyYHO 3TeHePOBaHUM, OTHAK Ma€ PIBHOMIPHUH pO3MOIiN KIaciB; B) HAOMMKEHHUH IO peaTbHIX
YMOB)

Tperiit HaOip maHWX OyB BKJIFOUEHHUH O MOCTIHKECHHS 3 KUTBKOX mpwuwH. [lo-mepire, momepeani aBa
Ha0opH, X0Y 1 MPHUIATHI U1 TEXHIYHOTO aHAJ3y, MICTSITh OOMEXEHY KIIBbKICTh peaJbHHX TPaH3aAKIIHHUX
rmapaMeTpiB 4Yepe3 BUCOKHU piBeHb aHOHIMi3amii. [lo-mpyre, HeoOXimHO Oyll0 TEpeBIpUTH Mpale3daTHICTH
MoOJIeIel Ha aHWX, SKi ONIKYi IO pearbHUX yMOB. Tperiit HaGip Mictuth 5 100 3ammciB 3i CHIBBIIHOIICHHIM
kiaciB pubmm3zHo 83% o 17% (JeriTuMHI Ta maxpaichKi TpaH3akMii BiAMOBIAHO), IO € OLTBII HAOIIKCHUM
J0 mepiioro HaOopy, TMPOTe BINPI3HAETBCS 3a CTPYyKTyporo. Lle € mpupomHuM, 3BaXkaloud Ha CKIIAIHICTh
OTpPHUMaHHS peaJibHUX (PIHAHCOBMX TPaH3aKIM 3 BIAKPUTHX IpKepen y craHiapTuzoBaHoMy (opmari. Uepes
CTPYKTYPHY BIIMIHHICTB, IS [BOTO HAOOpY 3MIHCHIOETHCA OKpPEeME HaBYAaHHS MOJEJCH, IO JO3BOJISIE
3a0e3MeYNTH KOPEKTHICTh IPOTHO3yBaHHS.

VY nopanbioMy onmci st 3pyYHOCT] ineHTHdiKanii 11i Habopu TaHUX MMO3HAYATUMYTHCS BIAMOBIIHO 110
X cmiBBigHOIIEHHS KiaciB: 99:1, 50:50 ta 83:17.
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5. JOCJIJI)KEHHS TA MTPAKTUYHA NNEPEBIPKA MOJEJENH MAIIIMHHOT'O
HABYAHHA

IIpoBeneHHs mocmifkKeHb Ta NPAKTHYHA IIepeBipka MoJelel MAIIMHHOTO HABYaHHS € KIIOYOBHM
€TaroM y CTBOPEHHI €(EKTUBHHUX CHCTEM IPOTHO3YBaHHS LIaXpaiChKMX aHOMallill y (PiHAHCOBUX TPaH3aKIIIX.
Merolo 1BOTO €Taly € He JIMIIE MiATBep/KECHHs e(pEKTUBHOCTI OOpaHHMX METOJIB, ajie W TXHE NMpaKTUYHE
BUNIPOOYBaHHI B yMOBaX, MAaKCHMaJIbHO HAOMIKEHUX OO0 peanbHuX. Y (DiHAHCOBOMY CEKTOpi TOYHICTH Ta
HaIifHICTh MPOTHO3IB MalOTh KPUTHYHE 3HAYCHHS, OCKUIBKM CBO€YACHE BUSBJICHHS IIaXpalChKUX Hiil MOxe
3HAYHO MiHIMi3yBaTH (IHAHCOBI BTpaTH Ta MiJBHIIUTH AOBIPY KIIEHTIB J0 OaHKIBCHKMX Ta (hiHAHCOBHX
YCTaHOB.

VY mociiKeHHI BHKOPHCTOBYBABCS MIAXiM, O 3aCHOBaHHUN HA POOOTI 3 pi3sHUMHU HAOOpaMU JaHUX, SKi
XapaKTepU3yIOThCs PI3HUM piBHeM aucOanancy kimaciB. Lle BimoOpakae peanbHy cuTyarito y (iHaHCOBHX
TpaH3aKIIisiX, Jie epeBakHa OUIBIIICTh ONEpaliif € JerajlbHUMH, a MaxXpaichbKi BUMAJKH CTAHOBISATh HE3HAYHUIN
BifgcoTok. /I BceGiuHOT OIIHKM e(PEeKTHBHOCTI MOAeel OylIo oOpaHO TpW CIICHApil CITiBBITHOMICHHS KIIACIB:
50%/50%, 83%/17% Ta 99%/1%. Takuii miaxig 103BOJNMB OLIHUTH 3JATHICTh MOJEJeH BHUSBIATU IIaxXpanchbKi
TpaH3aKIil HaBITh Y TUX BHUIAAKAX, KOJH BOHU € BKpai PIAKICHUMH.

[IpoBeneHi OOCHIMKEHHS MOMOMOTIIN iAEHTHU(IKYBaTH ONTHUMAIbHI MOJETI IS BIIPOBAIDKEHHS Y
(inancoBux ycranoBax. Lli Mopneni 31aTHI He TUIBKM 3HW)KYBaTH (DIHAHCOBI PHU3MKH, ajue ¥ MiJBUILYBATH
e(peKTUBHICTh BUSIBJICHHS IIaxpaiicTBa, MIHIMI3yIOUM KUIBKICTh XMOHHMX chpaiboByBaHb. Lle, B cBOIO uepry,
npu3Beae 70 3MCHIICHHS BHTpaT Ha 3abe3reucHHs OCS3IEKH Ta rapaHTyBaTUMe CTa0iIbHY poOOTY CHCTEMH B
YMOBax peaJbHUX (IHAHCOBHX ITOTOKIB.

Hwmxde npencraBieHo AeTaNbHUIN aHAI3 TPOAYKTUBHOCTI KOXKHOT MOZETI Ha pi3HUX HabOpax JaHHX.

Mognens Logistic Regression uist Tppox HaOOPiB:

1. Habip 50%/50%. Monenp mokaszaia BHCOKY TOYHICTh Y 96% Ta 30a1aHCOBaHI IMOKa3HUKH precision
Ta recall, mo cBiguuTh TIpo ii eeKTHBHICTH Ha 30aTaHCOBAaHUX JAHUX.

2. Habip 99%/1%. Tounicte Monemni pi3ko 3Hm3miacs 1o 10%, AeMOHCTPYIOYH MPAKTHYHO HYJIHOBY
e(peKTUBHICTh Y BUSIBJICHHI LIaxXpaiicbKkuX TpaH3akuid (kiac 1) mpu cuipHOMY AucOanaHci qanux. Xoda MoJesb
imeanpHO Tependavana BCi MaxpalchKi TpaH3aKIii, BOHA XHOHO Kiach@iKyBaja 3HAYHY KUTBKICTH JICTATBHIX
oreparliif sk mraxpaiceki. Lle Moxe CBITYMTH NPO MOTEHIiMHE TepeHaBYaHHs, BUTIK JaHUX a00 HEZOCTATHHO
peTenbHui miadip mapaMeTpis.

3. Habip 83%/17%. Tounicts craHoBmia 87%, npote Fl-score munst kmacy 1 3Hauno 3um3uBcs (0.62),
BKA3yIOYH HA 4acTi MOMUJIKH Y BUSBJICHHI IaXpaicTBa.

Hwxue npuseneno tabnuimro 1 ta 3HIMOK ekpaHy (puc.4), B IKOMY 300pake€HO 3rajiaHi B MOMEPEAHIX
po3niiiax METPUKH TOYHOCTI Ta pe3yjbTaTH HaB4YaHHS anroputmy Logistic Regression na HaGopi gaHuX

83%/17%.

Tabmuus 1 — Tabauus 3 pesynpraramu Logistic Regression y Hadopi 83%/17%

Logistic Regression
Habip ganux 83%/17%

Precision Recall F1-score Support
0 0.97 0.88 0.92 2521
1 0.51 0.81 0.62 369
accuracy 0.87 0.87 0.87 0.87
Macro avg 0.74 0.85 0.77 2890
Weighted avg 0.91 0.87 0.88 2890

Ha pucynky 4 3abpaxeno xoHconsHHi BuBiJ LogisticRegression y Habopi 87%/13% 3 BinnoBiganmu
METPUKaMHU.
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Full Classification Report for LogisticRegression:

precision recall fl-score support
[c] 0.970435 0.885363 0.925949 2521 .000000
1 0.51016% 0.815718 0.627F37 369 .000000
accuracy B.876471 B.876471 0.876471 B8.876471
macro avg B.740302 B0.850541 Q.776843 2890 .000000
weighted awvg 0.9211667 0.876471 0.887873 2890 .000000

Confusion Matrix for LogisticRegression:
[[2232 2891
[ &8 30111

ROC-AUC Score for LogisticRegression: 0.92&68%9
Accuracy fTor LogisticRegression: 08.8765

Pucynoxk 4 — Konconsauii BuBix LogisticRegression y Habopi 87%/13%

Mogens Decision Tree:

1. Hab6ip 50%/50%. Moznens moka3ana BIHCOKI TIOKa3HUKH precision Ta recall (96% mns 060x kmaciB) i
3arajbHy TOUHICTB 96%, 110 CBITYNTH MO ii 10Opy Mpare31aTHICTh Ha PIBHOMIPHUX JaHHX.

2. Habip 99%/1%. Monens 30eperna BHCOKY TOYHICTH Ut kiacy 0, ane precision st kiaacy 1 3Ha9HO
3HU3MBCA. 3arajibHa TOYHICTh cTaHOBMIA 58%, 1110 BKa3ye Ha IpoOJIeMy 3 JHCcOaIaHCOM.

3. Habip 83%/17%. 3aranpHa TouHIiCTH MOl Oyna BUCOKOIO — 97%. Fl-score mmnst kmacy 1 craHOBUB
0.88, mo kpame, Hixk y Logistic Regression, ane Bce 11e JeMOHCTPY€ 3HIKEHHS recall.

Hwmxue nmpuseneHo tabnwiro 2 Ta 3HIMOK eKkpaHy (puc.4), B AKOMY 300pa’ke€HO 3rajlaHi B MONEepeaHix
po3aiIax METPUKH TOYHOCTI Ta pe3yIbTaTH HaBYaHHS anroputMy Decision Tree na HaOopi qanux 83%/17%.

Tabnuus 2 — Tadbmuug 3 pezyasratamu Decision Tree y Habopi 83%/17%

Decision Tree
Habip ganux 83%/17%.

Precision Recall Fl-score Support
0 0.98 0.98 0.98 2521
1 0.91 0.86 0.88 369
accuracy 0.97 0.97 0.97 0.97
Macro avg 0.94 0.92 0.93 2890
Weighted avg 0.97 0.97 0.98 2890

Ha pucynky 5 300pakeHo koHconbHuU BHBiZ Decision Tree y nabopi 87%/13% 3 BiAmoOBiAHUMU
MCTpHUKaMH.
Full ClLassification Report for DecisionTree:

precision recall fl-score support
o 0.980315 0.987703 0.9839%5 2521 .000000
a1 0.911429 0.8BLH4499 0.887344 369 .000000
accuracy Q.@TF1eT2 Q.@TF1LYT2 Q.@TF1eT2 Q.97197T2
macro awvg 0.9485872 0.926101 0.935669 2890 .000000
weighted awvg 0.971519 Q.@TF1LYT2 0.971655 2890 .000000

Confusion Matrix for DecisionTree:
[[24%0 31]
L 50 31911

ROC-AUC Score for DecisionTree: 0.98s&871
Accuracy fTor DecisionTree: Q0.9720

Pucynox 5 — Konconbhauit BuBin DecisionTree y Habopi 87%/13%

Mougens Random Forest:

1. Habip 50%/50%: [IponeMoHCTpyBaB Bpaxkarodi pe3yabTaTh: TOUHICTh 98% Ta BHCOKI 3HaueHHS F1-
score aJ1st 000X KJ1acis.

2. Habip 99%/1%: He3Baxaroun Ha TOuHICTH 71%, precision mus kimacy 1 Oy Oim3bkum jgo 0, 110
CBIIYMTH NPO BiJICYTHICTH PO3Mi3HABAHHS IaXpaHChKUX TPAH3aKIiH.

3. Habip 83%/17%: Tounicth 3aymmianacs Ha piBHi 90%, omHak Fl-score s xiacy 1 3HHM3HMBCS IO
0.44, Bkazyroun Ha po0IeMH 3 BUSBJICHHSAM MEHIIOTO Kilacy.
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Hwmxue npuseneHo tabmuirio 3 Ta 3HIMOK eKkpaHy (puC. 5), B IKOMy 300pakeHO 3rajjaHi B HMOMEPEaHIX
po3ainax METPUKU TOYHOCTI Ta pe3ysIbTaTH HaBuaHHs anroputMy Random Forest Ha HaOopi manux 83%/17%.

Tabaumst 3 — Tabnuus 3 pesynsraramu Random Forest y HaGopi 83%/17%.

Random Forest
Habip manux 83%/17%.

Precision Recall F1-score Support
0 0.90 0.99 0.95 2521
1 0.90 0.28 0.44 369
accuracy 0.90 0.90 0.90 0.90
Macro avg 0.94 0.64 0.69 2890
Weighted avg 0.91 0.90 0.88 2890

Ha pucynky 6 300paxkeHo koHcoibHMH BuBia Random Forest y nabopi 87%/13% 3 BigmoBigHuMHK

MCTpHUKaMH.

Full ClLassification Report

o

1

accuracy
macro awg
weighted awvg

precision

o.
-?81651
. 08651
P43 T20
-?15475

[ol o olNo]

Confusion Matrix

[[2519 2]

[ 262 107]]

ROC-AUC Score for RandomForest:

FE5TE?

for RandomForest:

ooeoeoe

Accuracy fTor RandomForest:

Pucynox 6 — Konconpauit BuBig Random Forest y Ha6opi 87%/13%

for RandomForest:

recall
.999207
.289973
. 08651
. 544590
. 8651

Q0.987

Monens Neural Network (MLP Classifier):
1. Ha6ip 50%/50%: IToxa3aB maiike imeanbHi MOKa3HUKY 3 TOUHICTIO 98% Ta F1-score mist 000X KimaciB

Ha piBHi 0.99.

fl-score

(o]

[ol o olNo]

698953 28790
-BB6046 2890

-?50207 2521.
A48T EIP 369 .
. 908651 [c]

a.978%

support

[efejeiolele)
[efejeiolele)

. 08651
mcicioloiclc)
-QEeeee

2. Habip 99%/1%. Bunukia 3HauHa npobGiiema 3 precision auis kiacy 1, xowa 3arajipHa To4HICTh 83%

3aIUIlanacs IpUHITHOO.

3. 83%/17%. Tounicte Brana no 80%, a F1-score muis kiacy 1 cranoBuB jumre 0.53, 110 CBiqUUTH PO
HEJIOCTaTHIO aJlaNTalilo 10 JucOanancy.

Hwxue HaBeneHno tabnmio 4 Ta 3HIMOK ekpaHy (puc. 6), B IKOMy 300pa)X€HO 3rajiaHi B ITONIEpEeaHIX
po37inax METPUKH TOYHOCTI Ta pe3ynbraty HaB4aHHs anroputMy MLP Classifier Ha HaOopi nanux 83%/17%.

Tabmurst 4 — Tabmuns 3 pesynsratamu MPL Classifier y Habopi 83%/17%.

MPL Classifier
Habip ganux 83%/17%.
Precision Recall Fl-score Support
0 0.97 0.80 0.87 2521
1 0.38 0.84 0.53 369
accuracy 0.80 0.80 0.80 0.90
Macro avg 0.67 0.82 0.70 2890
Weighted avg 0.89 0.90 0.83 2890

Ha pucynky 7 300paxeno koHconbHuii BuBia Neural Network y Hatopi 87%/13% 3 BiAmoBigHUMU

MCTpHUKaMH.
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Full Classification Report

for NeuralNetwork:

precision recall fl-score support

o] 0.973064 0.802459 B.879565 2521.000000
1 0.385943 0.848238 0.530508 369 .000000
accuracy 0.808304 0.808304 0.808304 0.808304
macro awvg 0.672504 0.825349 0.705037 2890.000000
weighted awvg 0.898099 0.808304 0.834997 2890.000000
Confusion Matrix for NeuralNetwork:

[[2023 498]

[ 56 31311
ROC-AUC Score for NeuralNetwork: 0.8380

Accuracy fTor NeuralNetwork: 0.8083
Pucynok 7 — Konconenuii BuBin MPL Classifier y Hadopi 83%/17%

Monens Gradient Boosting:
1. Habip 50%/50%. ExcriepuMeHT npoaeMOHCTpyBaB BUCOKY €()eKTHBHICTH Ha PIBHOMIpHOMY Habopi

IaHUX 3 TOYHICTIO 97%.

2. Habip 99%/1%. 3aranpHa TOYHICTH cTaHOBHIA 47% depe3 BHUCOKHU mucOanaHC, MO MPHU3BEIO IO

3HaYyHOro 3HMKEHHs F1-score mns knacy 1.

3. Habip 83%/17%. Tounicts gocsria 99%. Moxens mobpe oOpobisita qucbanancoBani naHi, xouya F1-

score u1st kinacy 1 tpoxu 3Hu3uBCs A0 0.97.

Hwmxue HaBemeHo Tabnmito 5 Ta 3HIMOK ekpaHy (puc. 7), B sSIKOMy 300pa)XCHO 3rajlaHi B HOTMEpeaHiX

po3Iiiax METPUKH TOYHOCTI Ta pe3yibTaTy HaBuaHHs anroputMy Gradient Boosting y Habopi ganux 83%/17%.

Tabnuus 5 — Tadbmuug 3 pesynsratamu GradientBoosting y Hadopi 83%/17%

Gradient Boosting
Ha0ip manunx 83%/17%.

Precision Recall F1-score Support

0 0.99 0.99 0.99 2521

1 0.98 0.95 0.97 369

accuracy 0.99 0.99 0.99 0.90

Macro avg 0.99 0.99 0.98 2890

Weighted avg 0.99 0.9 0.99 2890

Ha pucynky 8 300paxeno xonconsHui BuBin Gradient Boosting y Habopi 87%/13% 3 BinnoBigHUMH

METPHKaMHU.

Full Classification Report

for GradientBoosting:

precision recall fl-score support
5] 0.993291 0.998413 B.9958446 2521.000000
1 B.988764 0.953930 B.971034 369.000000
accuracy B.992734 0.992734 B.992734 0.992734
macro awvg 0.991028 0.976171 0.983440 2890.000000
weighted awvg 0.992713 0.992734 B.9924678 2890.000000

Confusion Matrix for GradientBoosting:

[[2517 4]

[ 17 352171
ROC-AUC Score fTor GradientBoosting: 0.999%92
Accuracy ftTor GradientBoosting: 0.9927

Pucynok 8 — Konconsnwuii BuBin Gradient Boosting y mabopi 87%/13%

Mogenas XGBoost:
1. Hab6ip 50%/50%: Monensr mokasana BHCOKHH piBeHb TO4HOCTI 97% 3 moOpe 30anaHcOBaHUMHU

METpUKaMH IJIs1 000X KJIaCiB.
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2. Habip 99%/1%. Mopenb npoIeMOHCTpyBaia HaWKpaimuii pe3ysbTaT cepell ycix Mojenei s
Habopy 99%/1%, nocsarnysiu TouHocTi 99% Ta F1-score o kinacy 1 Ha piBHi 0.96.

3. Habip 83%/17%. Mopnens 36eperna BHCOKY TOUHICTB 99%, moOpe amanTylO4uch A0 YacTKOBO
IucOalaHCOBAHUX JAaHUX.

Hwmxue HaBeneHo Tabmiuito 6 Ta 3HIMOK ekpaHy (puc. 8), B sIKOMy 300pa)KCHO 3rajaHi B MOMEPEIAHIX
po31iiaX METPUKU TOYHOCTI Ta pe3ybTaTH HaByaHHs anroputMy XGBoost y Habopi nannx 83%/17%.

Tabmunst 6 — Tadmuus 3 pesynsratamu XGBoost y Hadopi 83%/17%

XGBoost
Habip manmnx 83%/17%
Precision Recall F1-score Support
0 0.99 0.99 0.99 2521
1 0.98 0.95 0.96 369
accuracy 0.99 0.99 0.99 0.99
Macro avg 0.98 0.97 0.98 2890
Weighted avg 0.99 0.99 0.99 2890

Ha pucynky 9 3o00paxkeno koHconpHuH BuBiN XGBoost y mHabopi 87%/13% 3 BimnoBimHUMHK

METPUKAMU.

Full Classification Report for XGBoost:

precision recall fl-score support
[¢] 0.992897 0.998017 ©0.995450 2521.000000
1 0.985955 0.951220 ©0.968276 369.000000
accuracy 0.992042 0.992042 0.992042 0.992042
macro avg 0.989426 0.974618 ©0.981863 2890.000000
weighted avg 0.992010 0.992042 ©0.991980 28%90.000000

Confusion Matrix for XGBoost:
[[2516 5]
[ 18 351]]

ROC-AUC Score for XGBoost: 0.99%6
Accuracy for XGBoost: 0.9920
Pucynok 9 — Konconsauii BuBin XGBoost y Habopi 87%/13%

Monens SVC:

1. Habip 50%/50%. Mozenp mokasana cepefHio NPOAyKTHBHICTh 3 TOUHICTIO 52%, 110 CBIAYMTH MO ii
HU3BKY 3/1aTHICTH 0 BUABJICHHS 000X KJIaciB.

2. Habip 99%/1%. Monens nemMoHcTpye piske naainas F1-score amst knacy 1, TounicTs sume 55%.

3. Habip 83%/17%. Tounicte Moneni cranoBuina 81%, ane Fl-score amst kmacy 1 6yB smme 0.10, mo
BKa3ye Ha ci1a0Ke po3Mi3HaBaHHS MEHIIIOTO KIIacy.

Hwxue HaBeneHo Tabiuio 7 Ta 3HIMOK ekpaHy (puc. 9), B sIKOMy 300pa)KCHO 3rajaHi B MOMEPEAHIX
pO3Iiax METPUKK TOYHOCTI Ta pe3yabTaTu HaBuaHHs anroputMmy SVC y Habopi gqanux 83%/17%.

Tabnuus 7 — Tadbmuus 3 pezyasratamu SVC y Hadopi 83%/17%

SvC
Habip ganux 83%/17%
Precision Recall Fl-score Support
0 0.87 0.92 0.89 2521
1 0.13 0.87 0.1 369
accuracy 0.81 0.81 0.81 0.99
Macro avg 0.50 0.50 0.49 2890
Weighted avg 0.77 0.81 0.79 2890

Ha pucynky 10 300paskeno konconbHui BuBig SVC y Habopi 87%/13% 3 BiAMOBITHIMHU METPHKAMH.
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Full Classification Report for SVC:
precision recall fl-score support

[c] 0.873087 0.927806 0.899615 2521.000000
1 0.137441 0.078591 ©6.l100000 369.000000
accuracy 0.819377 0.819377 0.819377 0.819377
macro avg 0.5605264 0.503199? 0.499808 2890.000000
weighted awvg 0.779158 0.819377 0.797519 2890.000000

Confusion Matrix for SVC:
[[2339 182]
[ 340 2911

ROC-AUC Score for SVC: 0.5299
Accuracy for SVC: 0.8194
Pucynoxk 10 — Konconsauii BuBix SVC y Hadopi 87%/13%

Takox Oylo mpoBEeAeHO Ti caMi JOCTIDKEHHS Ha JBOX IHIIMX HaOopax maHuX. Pesympratm mumx
JOCTIKeHb OyIyTh BHHECEHI B TaONUINO, B AKii Oyne moka3aHo moka3HuK TogHoOcTi Ta ROC-AUC score mis

KO>KHOTO 3aCTOCOBAHOTO aNropuTMy. Hipkde mpuBeneHo TaONUIIo 3 pe3ylbTaTaMi alrOPUTMIB Y HAOOpi TaHUX
50%/50%.

Tabmuis 8 — PesynbraTu nocnikens y Habopi 50%/50%

Anroput™mu ROC-AUC Accuracy
Logistic Regression 0.9931 0.9606
Decision Tree 0.9833 0.9601
Random Forest 0.9993 0.9839
MLP Classifier 1.0000 0.9998
Gradient Boosting 0.9983 0.9793
XGBoost 0.9985 0.9772
SvC 0.7396 0.5214

VY HactynHiil TaOnuIli HaBeICHO PE3yNIbTaTH JOCHIIKEHb Y Habopi 99%/1%.

Tabaumst 9 — Pesynprati nociipkens y Habopi 99%/1%

Anroput™mu ROC-AUC Accuracy
Logistic Regression 0.9815 0.1066
Decision Tree 0.8326 0.5820
Random Forest 0.9641 0.7169
MLP Classifier 0.9840 0.8322
Gradient Boosting 0.9720 0.4734
XGBoost 0.9748 0.4821
SVC 0.0644 0.5512

3aranom, pe3ynbTaTd IOCTIKEHHS IO3BOJISIOTH C(OPMYIIOBATHA TaKi BUCHOBKHM HIOAO0 €(hEeKTHBHOCTI
3actocoBanux Moneneil. Anroputmu XGBoost Ta Gradient Boosting mnpopeMoHCTpyBanu  HaBHILY
NPOJYKTUBHICTh 32 BCIX BapiaHTIB qucOaIaHCy KIIAcCiB, 110 CBIAYMUTH MPO TXHIO BUCOKY aJanTUBHICTh. HaroMicTb
Logistic Regression ta Support Vector Classifier (SVC) BusiBuiucs Hee(hSKTUBHUMH Y BHUIIAIKaX 3HAYHOTO
JucOaiancy, BTpayaloyy 31aTHICTh TOYHO KIacU(iKyBaTH Iaxpaichbki Tpan3akmii. Metoau, mo 6a3yroTbcsi Ha
JIEpeBONOAIOHNX CTPYKTYpax, 3arajloM Kpalle CIPaBiIAIOTHCS 3 YaCTKOBO He30allaHCOBAHWUMH JTAHUMH, OJIHAK
BHMArarmTh PETeNFHOTO HAJAIITYBaHHSA MpH POOOTI 3 CHIBHO 3MIMICHUMH BHOIpKaMu. 3araiioM, OLTBIIICTH
MIPOTECTOBAHUX MOJIEJIei MTBEP N CBOIO PEMyTaLlil0 B KOHTEKCTI BUSABIICHHS MIAXPAHCHKUX aHOMAJTIH.
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BUCHOBKHA

VY craTTi DOCTIIKEHO 3aCTOCYBaHHS MAIIMHHOTO HAaBYAaHHS B KOHTEKCTI TpaHc(epy TEXHOIOTIH st
MPOTHO3YBAaHHS MIAXpAalChKUX aHOMaNii y (iHAHCOBMX TpaH3aKIigX. Mera JOCHIIKEHHS Tependadana
CTBOpPCHHSI €()EeKTUBHOTO IOCTIDKCHHS, sfKe O iAeHTH(]IKyBajaO MiZO3piTi TpaH3aKIii Ha paHHIX eTamax,
MiHIMI3yroun (iHAHCOBI BTpaTH, peMyTaliiHI PHU3WKH Ta OPUAWYHI BUTpaTH. 3a JaHWMHU Acormiamii
ceprudikoBannx ¢axiBmiB i3 poscmigyBanHs maxpaiictBa (ACFE), mopiuni Brpatm Bix ¢iHaHCOBOTO
HIaxpancTBa CSATHyJM MoHax 5% J0Xo[y OpraHialiil y BCbOMY CBITi, a cepenHiil po3mip 30uTkiB y 2024 pori
Brepiue 3pic 3 2016 poky.

Tpanuuiiiai MeToqu BHSBJICHHS IIaxpaicTBa, MO0 0a3yIOThCS Ha CTAaTHYHUX IPaBUIIAX Ta PyYHOMY
aHaJi3i, BXXe HE BIINOBINAIOTh CYYaCHHM BHUKJIMKAM Yepe3 3pOCTaHHS OOCATIB JaHWX Ta YCKJIaTHEHHS
(hinaHcoBux omepailiii. BoHn He 374aTHI CBOEYacCHO OOPOOJIATH BEJMKI OOCSITH JaHWX 1 PO3IMi3HABATH CKIAJIHI
aHOMaJIbHI IIA0JIOHW TOBENIHKH. Y 3B'I3Ky 3 IMM, BIPOBaPKEHHS TEXHOJIOTIH MAIIMHHOIO HAaBYaHHS Ta
IITYYHOTO 1HTENEeKTy Hal0yBa€ Bce OUIBIIOI aKTYaJbHOCTi, OCKUJIBKM BOHHM JIO3BOJISIIOTH CTBOPIOBATH
aBTOMAaTH30BaHi, alallTUBHI CHCTEMH JUIS IPOTHO3YBaHHS IIAXpalChKUX TPAaH3aKIIHA y peKUMI peanbHOro Jacy.

VY nmocmimkeHHI Oyn0 pO3pOOJCHO MOCTATHWHA MiAXiA 0 BHUSABJICHHS MaXpalChKUX aHOMANIA 3a
JIOTIOMOTOI0 MAIIMHHOTO HABYaHHS, SKAN BKIOYA€ MIATOTOBKY Ta OOpOOKY JaHUX, MOOYIOBY Ta HaBUAHHSI
Momenell kiacudikarii, a TaKoX OIIHKY iX edekruBHOCTI. Bymo mpoaHamizoBaHO €QEKTHBHICTH CEMHU
TIOIYISIPHAX aITOPUTMIB MAIIMHHOTO HABYAHHS, TAKWX SK JIiHIHA perpecis, nepeBa pillleHb, BUIIAIKOBHH JicC,
HeliponHi Mepexi, Gradient Boosting, XGBoost Ta SVC.

HocmimkeHHs mokasano, mo aHcamOieBi Meronu, Taki sik Random Forest, Gradient Boosting ta
XGBoost, € Haii0impm IOMINBHUMH A 3afad BUABJICHHS mmaxpaiicTBa. Lli Mopeni mpoaeMOHCTpYyBajl
cTallIbHO BUCOKI PE3yJIbTaTH Ha Pi3HHX HA0Opax JaHUX, 30Kpema, IpH PoOOTI 3 He30aIaHCOBAHUMU TaHUMH,
10 XapaKTEepHO JJIsl pealbHUX (iHAHCOBHMX TpaH3aklild. BaxMBiCTh MPaBUIILHOTO HAJIAIITYBAHHS IapaMeTpiB
Ta BpaxyBaHHs JAucOalaHCy KJIaciB JUIs MIBUILEHHS TOYHOCTI MOZIEJIeH Takox OyJia MiqTBepKeHa.

3acTocyBaHHS 3aIllpPOIIOHOBAHOTO IiAXOAY JM03BOJs€ (DIHAHCOBUM YCTaHOBaM 3HAYHO MiJBUIIUTH
orepariifiny e(eKTHBHICTb, MiHIMiI3yBaTH (iHAHCOBI BTpPAaTH Ta 3MII[HUTH JOBIpY KII€HTIB, 3a0e3nedyrouu
KOMILUTEKCHH 3aX¥CT (PiHAHCOBOI CHCTEMH Y TUHAMIYHOMY IIU(PPOBOMY CEPEIOBHIIII.
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