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Abstract. The article is devoted to the development and substantiation of an ontological
approach to optimizing energy consumption in data centers under conditions of increasing
complexity of their computational and engineering infrastructure. The limitations of traditional
optimization methods caused by insufficient consideration of semantic dependencies between
data center components, their operating modes, and management policies are analyzed. An
applied domain ontology is proposed that provides a formalized representation of knowledge
about data center structure, computational resources, engineering systems, workloads, and
energy efficiency indicators. The paper performs a semantic decomposition of the domain into
interrelated subsystems, identifies a subset of core concepts and relations of the general
ontological model, and substantiates their use in the task of energy consumption optimization. A
general scheme of the ontological approach is proposed, implementing a closed loop “data —
knowledge — optimization — control” and ensuring the integration of the ontology with
mathematical models and software-based management tools. The obtained results form a
theoretical and methodological foundation for the development of intelligent energy
management systems for data centers and can be applied in the design of energy-efficient and
environmentally sustainable computing infrastructures.
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Anorania. CTaTTIo IPHUCBSIYCHO PO3poOLi Ta OOIPYHTYBaHHIO OHTOJOTIYHOTO MiAXOLYy MO
OINTHMI3allii EHEProClOXMBAHHS [aTa-IEHTPIB B yMOBaX 3pOCTAI0¥Oi CKJIAMHOCTI i1X
00uHCITIOBANIBHOI Ta iHKeHEepHOI iHdpacTpykTypH. [IpoaHanizoBaHo 0OMEXEHHS TpaaULiHHIX
METOJIB ONTHMIi3allii, 3yMOBJICHI HEOCTATHIM ypaxyBaHHSIM CEMaHTHYHUX 3aJIEKHOCTEH MIX
KOMITOHEHTaMH JlaTa-LeHTPY, PSKUMaMH X poOOTH Ta MOJMITHKAMH KEpYBaHHsL. 3allpOIIOHOBAHO
MPUKIAAHY OHTOJOTII0 HpeaMeTHoi obiacti, sika 3abesnedye (opMmanizoBaHe MPEICTABICHHS
3HaHb NP0 CTPYKTYpy JAaTa-IIEHTPY, OOUYMCIIOBAJbHI pecypcH, IHXXEHEpHI CHCTEMH,
HABAHTAXXCHHS Ta MOKA3HUKHM CHEPreTHYHOI e(pEeKTHBHOCTI. Y poOOTi BUKOHAHO CEMaHTHYHY
JIEKOMITO3HIIIF0 TPEIMETHOT 00JIacTi Ha B3a€MOIIOB’A3aHi IiICHCTEMH, BU3HAYCHO IiIMHOXHUHY
0a30BMX MOHATH 1 BIJHOIICHb 3arajlbHOI OHTOJNIOTIYHOI MOJENi Ta OOIPYHTOBAaHO iX
BUKOPUCTAaHHS B 3a/a4i ONTHUMi3alil CHEeproClOXHBaHHS. 3alpPOIOHOBAHO 3arajbHy CXeMy
OHTOJIOTIYHOTO MIAXOAY, IO peali3ye 3aMKHEHWH IMKJI «JaHi — 3HaHHS — ONTHMI3alis —
KepyBaHHs» Ta 3a0e3edye iHTerpario OHTONOr T 3 MAaTeMaTHYHUMH MOJEIISIMH 1 IPOrPaMHUMU
3acobamu kepyBanHs. OTpUMaHi pe3yNbTAaTH CTBOPIOIOTH TEOPETHYHE Ta METOJOJIOTIvHE
MArpyHTS. [t MOOYMOBM IHTEINEKTyalbHHX CHCTEM KEPYBaHHsS CHEPrOCIIOXHBAHHSAM Jara-
LEeHTPIB 1 MOXYTh OyTH BHKOPUCTAHI NPU MPOEKTYBaHHI €HEPrOe(EeKTUBHUX Ta EKOJIOTIUHO
CTaJINX 0OYHCIIIOBAIBHUX 1HPPACTPYKTYP.

KarouoBi ciioBa: fnara-leHTp; €HEProCHOXKUBAHHS; ONTUMI3allis; OHTOJIOTIYHMH MiAXif;
[pPHUKIaHA OHTOJIOTIS, CEMAHTHYHA MOJENb, IHTCICKTyalbHI CHCTEMH KEpyBaHHS,
C€HEeProe()eKTUBHICTD.
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INTRODUCTION

The rapid development of cloud computing, big data services, artificial intelligence, and the Internet of
Things leads to a continuous growth of computational workloads, which, in turn, results in a significant increase
in the energy consumption of modern data centers. According to estimates by international analytical agencies,
data centers consume a substantial share of global electricity, with a considerable portion of this energy used not
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directly for computation but for maintaining proper operating conditions of the infrastructure, particularly power
supply and cooling systems. In this context, improving the energy efficiency of data centers is one of the key
components of the sustainable development concept and “green” information technologies [1-3].

Existing approaches to optimizing data center energy consumption are predominantly based on classical
mathematical optimization methods, heuristic algorithms, or machine learning techniques. Despite their
effectiveness in certain scenarios, such approaches are generally focused on local parameters and do not provide
comprehensive consideration of semantic relationships between data center infrastructure components, their
functional roles, operating modes, and mutual constraints. This complicates the adaptation of models to
heterogeneous environments, reduces the interpretability of the obtained solutions, and limits the scalability of
optimization systems [4,5].

A promising direction for addressing these challenges is the application of an ontological approach,
which enables the formalization of knowledge about the structure, operation, and energy characteristics of a data
center in the form of a coherent semantic model. The use of ontologies ensures an explicit representation of
relationships between hardware components, software services, workloads, and engineering infrastructure
systems, and also creates prerequisites for integrating logical reasoning mechanisms with mathematical
optimization models [6].

In this work, an approach to optimizing data center energy consumption is proposed, based on
combining an ontological representation of the domain with mathematical models for optimal workload allocation
and software tools for intelligent energy resource management. The data center ontology is used as a foundational
knowledge layer for defining feasible regions of the optimization problem variables, dynamically accounting for
constraints, and supporting decision-making processes under changing operating conditions.

ANALYSIS OF LITERATURE DATA AND PROBLEM STATEMENT

The problem of reducing data center energy consumption has been the subject of active research over
the past decades, driven by both economic factors and increasing requirements for the environmental
sustainability of information technologies. The scientific literature proposes a wide range of approaches to
energy optimization, which can be conditionally grouped into several main directions [7,8].

The first group comprises classical mathematical optimization models, including linear, nonlinear, and
integer programming, which are used for optimal allocation of computational workloads among servers,
minimization of power consumption, or reduction of peak loads. Such models make it possible to obtain
formally optimal solutions; however, they are usually based on simplified assumptions regarding the data center
structure and do not account for complex functional and semantic dependencies between its components. This
limits their applicability in real, heterogeneous environments [9,10].

The second direction is represented by heuristic and metaheuristic methods (genetic algorithms,
particle swarm optimization, simulated annealing, etc.), which provide acceptable solution quality under high-
dimensional problem settings and limited computational resources. Nevertheless, these methods are typically
weakly interpretable, sensitive to parameter selection, and do not guarantee stable results when the infrastructure
configuration changes [9].

A separate group includes approaches based on machine learning and reinforcement learning, aimed at
workload prediction, adaptive control of cooling systems, and automatic selection of energy consumption
strategies. Although such solutions demonstrate high efficiency in dynamic conditions, their major drawback is
the “black-box” nature, which complicates the explanation of obtained decisions, as well as the need for large
volumes of representative training data [10].

At the same time, the literature increasingly pays attention to ontological and semantic models for
describing data center infrastructure, its hardware components, software services, and energy characteristics.
Ontologies enable formalization of domain knowledge, ensure consistent data representation, and support
logical reasoning mechanisms. However, in most existing works, the ontological approach is used mainly for
monitoring or configuration description and is rarely integrated directly with formal mathematical optimization
models [7-9].

Thus, the analysis of literature sources indicates the lack of comprehensive solutions that combine
semantically grounded knowledge representation, formal mathematical optimization methods, and software
tools for intelligent energy management within a unified system. Table 1 presents a comparative analysis of the
advantages and disadvantages of known methods [8—12].
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Table 1 — Comparative characteristics of data center energy consumption optimization methods

Method Group Brief Description Advantages Disadvantages
Classical Mathematical Formal formulation of the » formal rigor; * simplified
Optimization Methods energy consumption * optimality assumptions about data
(linear, nonlinear, integer | minimization problem with guarantees (under center structure;
programming) explicit variables and given conditions); * poor scalability;

constraints

* clear interpretation
of results

» difficulty in handling
heterogeneity and
semantic dependencies

Heuristic and
Metaheuristic Methods

Search for near-optimal
solutions without exhaustive

* suitable for large-
scale problems;

* no guarantees of
optimality;

(GA, PSO, ACO, SA) enumeration * no strict * sensitivity to
requirements on parameter settings;
model form; * low interpretability of
* relatively simple results
implementation

Machine Learning Prediction of workloads and * ability to model * requirement for large

Methods (neural energy consumption based on nonlinear training datasets;

networks, regression historical data dependencies; » difficulty in explaining

models) * high adaptability; decisions;
» effectiveness in » risk of performance
dynamic degradation under
environments changing conditions

Reinforcement Learning | Adaptive resource management | < self-learning * high computational

Methods (RL, Deep RL) | through interaction with the capability; complexity;

environment

* online adaptation;
» effectiveness in
complex scenarios

* training instability;
« difficulty in
formalizing constraints

Rule-Based Systems

Control based on predefined
rules

* simplicity of
implementation;

* predictable behavior;
* high interpretability

* low flexibility;

* poor scalability;

* maintenance
complexity as rule sets
grow

Ontological and
Semantic Approaches

Formalization of knowledge
about data center structure and
operation

* consistent

PURPOSE AND OBJECTIVES OF THE STUDY

Despite the significant number of studies in the field of data center energy efficiency, the problem of
developing a universal approach to energy consumption optimization that can adapt to the structural and
functional heterogeneity of modern computing infrastructures remains unresolved. Existing methods do not
adequately account for semantic relationships between data center components, which complicates the
integration of heterogeneous models, limits the interpretability of decisions, and reduces management efficiency
under dynamically changing workloads.

In this regard, a relevant scientific and practical task is the development of mathematical and software
support for data center energy consumption optimization based on an ontological approach, which provides:

- a formalized representation of knowledge about the structure and energy characteristics of the data
center;

- semantically grounded formation of constraints and parameters of the optimization problem;

- integration of logical reasoning mechanisms with mathematical optimization methods;

- adaptive software-based control of energy resources in real or near-real time.

In general, the problem consists in minimizing the total energy consumption of a data center while
satisfying specified computational workloads, complying with thermal, resource, and operational constraints,
and accounting for semantic dependencies between infrastructure components defined by the domain ontology.
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ONTOLOGICAL APPROACH IN ENERGY CONSUMPTION OPTIMIZATION PROBLEMS

Modern data centers are complex cyber-physical systems characterized by a multi-level structure,
functional heterogeneity, and a large number of interrelated components. Under such conditions, classical
mathematical models for energy consumption optimization typically operate with a limited set of parameters and
do not provide comprehensive consideration of semantic dependencies between computational resources,
engineering infrastructure, workloads, and management policies [6,13].

The ontological approach makes it possible to overcome these limitations by providing a formalized
representation of domain knowledge in the form of a system of concepts, relations, and axioms. In the context of
data center energy consumption optimization, an ontology serves as a semantic integration layer that links
monitoring data, mathematical models, and software-based decision-making mechanisms within a single coherent
conceptual framework [13-15].

The theoretical basis for ontology construction relies on the principles of knowledge representation
theory, semantic modeling, and first-order logic. In the general case, a domain ontology is defined as an ordered
triple [6,13]:

Ontology = (C,R, A),

where C - denotes the set of concepts (classes), R- represents the set of semantic relations between
concepts, A - is the set of axioms and constraints that define the rules of interpretation.

For data center energy consumption optimization tasks, the conceptual model should encompass not only
static structural elements but also dynamic characteristics associated with operating modes, energy consumption,
thermal states, and workload behavior. The construction of a domain ontology for energy optimization is based on
the following theoretical principles: hierarchy—the formation of a multi-level class structure reflecting the
physical and logical organization of the data center; modularity—the division of the ontology into sub-ontologies
(computational resources, cooling systems, power supply, workloads); formal definiteness—the specification of
axioms and constraints ensuring logical consistency of knowledge; extensibility—the ability to enrich the
ontology with new concepts without violating the existing structure; operationalizability—the orientation of the
ontology toward practical use in optimization and control algorithms.

Adherence to these principles makes it possible to develop an ontological model suitable not only for
describing the infrastructure but also for direct application in the processes of formulating and adjusting
optimization problems.

From the perspective of ontological analysis, the domain of data center energy consumption optimization
should be considered as a set of interrelated subsystems: the computational subsystem, which includes servers,
processors, memory, and network components; the engineering subsystem, encompassing power supply and
cooling systems; the workload subsystem, describing tasks, virtual machines, and services; and the control
subsystem, which contains optimization policies, constraints, and control actions. Each subsystem is formalized as
a set of classes and relations, while their interaction is defined through semantic links that reflect energy and
functional dependencies (Figure 1).

Data Center Energy Optimization

Load Location

(s
Computer Subsystem

Contral Influences Planning Policies

m | Load Subsystem |

Energy Consumption

System State (Pover, Temperature) _y Control Subsystem |

B

Engineering Subsystem |

Figure 1 — Semantic Decomposition of the Domain

The general scheme of the ontological approach to optimizing data center energy consumption is based
on the integration of knowledge-oriented domain representation with mathematical optimization methods and
software-based control tools. Within this approach, the ontology is considered not only as a means of
infrastructure description but also as an active component of the decision-making process, ensuring semantic
consistency, adaptability, and interpretability of control actions.

285




ONTUKO-EJEKTPOHHI ITPUCTPOI TA KOMIIOHEHTH B JIABEPHUX I
EHEPTETUYHHUX TEXHOJIOI'TAX

Data center data

» telemetry (PUE, Power, Temp)
* load (CPU, RAM, 10)

= configurations

* tariffs and restrictions

Y

Data preparation and unification
* cleaning

* normalization

* aggregation

+ anomaly detection

A 4

Ontological model of the subject domain
* resources

+* services and VMs

» energy and thermal models

+» policies and SLAs

-

Y
Knowledge inference

+ applicability rules

* constraints

» cause-and-effect relationships

N

y

Optimization problem formulation

* objective function

* SLA constraints

* temperature and energy boundaries

quality logs
andlanomalies|

A 4

Optimization module Ule refinement
* MILP / CP-5AT i
* heuristics and metaheuristics and constraint
* multi-criteria optimization kngwledge update
s and reuse

Y

Execution of control actions
* VM migration

+ DVFS

= cooling control

* node shutdown

-

y

Monitoring and evaluation of the effect
* energy savings

* SLA compliance

* temperature regimes

* risks

“

Y Y

Knowledge repository
* history cases

* rule templates

* model parameters
+ optimization results

-

Figure 2 — General Scheme for Implementing the Ontological Approach for the Studied Domain
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At the first level, a domain ontology of the data center is constructed, including concepts that describe
computational resources, engineering infrastructure, workloads, and control mechanisms, as well as semantic
relations between them. The ontology captures both structural characteristics of the system and functional and
energy-related dependencies, providing a formalized representation of domain knowledge.

At the second level, the ontology is populated with up-to-date data obtained from data center monitoring
systems. Indicators of power consumption, temperature, workload levels, and equipment status are interpreted in
ontological terms and used to update its semantic state. In this way, a link is established between the abstract
knowledge model and the real operation of the infrastructure.

At the third level, the ontology is used as a source for forming the parameters and constraints of the
mathematical energy optimization problem. Through logical reasoning mechanisms, admissible system
configurations, active constraints, and control priorities are identified, enabling dynamic adaptation of the
optimization model to the current state of the data center.

At the fourth level, the optimization problem is solved using appropriate mathematical or algorithmic
methods. The obtained results have a semantic interpretation, as they are consistent with the ontological model
and account for both energy-related and functional dependencies between system components.

At the fifth level, a set of control actions is generated, aimed at changing the operating modes of
computational and engineering components of the data center. The implementation of these actions is carried out
through software control interfaces, after which the effects of their application are again recorded by monitoring
systems, thus closing the loop of ontology-oriented optimization.

Overall, the general scheme of the ontological approach implements a closed loop “data — knowledge —
optimization — control,” within which the ontology plays a central role as an integration and interpretation
mechanism. Such an organization of the optimization process makes it possible to improve the efficiency of
energy resource utilization in data centers, ensure adaptation to changing operating conditions, and increase the
transparency and justification of decision-making.

The structure of the applied ontology reflects the organization and logic of the formalized knowledge
representation of the data center energy optimization domain and is shown in Figure 3. The ontology is considered
as a multi-component model that integrates a conceptual description of the infrastructure, its energy
characteristics, and control mechanisms into a single semantically consistent system.
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Fig. 3. Scheme of Applied Ontology Description (Data Center Energy Consumption Optimization)
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At the core of the ontology, the level of concepts (classes) is distinguished, defining the basic notions of
the domain. These include classes describing the data center as an integrated system, computational and
engineering resources, workloads, control policies, performance indicators, and constraints. At this level, an
abstract model of the data center infrastructure is formed, and the roles of its main components in the energy
optimization process are determined.

The interaction between concepts is defined through semantic relations that formalize functional and
energy dependencies between domain objects. In particular, relations are specified for workload placement on
computational resources, energy consumption, interaction with cooling and power supply systems, and
subordination of resources to control policies. Such relations ensure the coherence of the ontology and provide a
foundation for subsequent logical reasoning.

The data property level is used to describe quantitative characteristics of objects, including power
consumption, temperature parameters, resource utilization levels, and quality-of-service indicators. These
properties link the ontological model with real measurement data obtained from data center monitoring systems
and ensure the continuous updating of the system’s semantic state.

The correctness and consistency of the ontology are ensured by a set of axioms and rules that define
admissible constraints, value domains, and logical dependencies between concepts. The axioms make it possible
to detect conflicting states, verify compliance with operational constraints, and formulate conditions for automated
decision-making in the optimization process.

The level of individuals (instances) represents specific objects of a real data center, such as individual
servers, virtual machines, cooling system components, or control policies. Individuals populate the ontology with
actual data and ensure its applied orientation. An important component of the scheme is the query and logical
reasoning mechanisms, which enable analysis of the current state of the data center, identification of active
constraints, and generation of recommendations for optimal control actions. The use of semantic queries and
logical inference ensures the interpretability of optimization results and their consistency with the formal
knowledge model.

Thus, the applied ontology scheme reflects a holistic approach to organizing knowledge about the data
center, within which conceptual modeling, data processing, logical reasoning, and support for energy consumption
optimization processes are combined. This creates a theoretical and practical foundation for the development of
intelligent energy management systems for modern data centers.

DISCUSSION OF RESEARCH RESULTS

The general ontological model of the data center energy consumption optimization domain covers a
wide range of concepts and semantic relationships. To solve applied optimization problems, it is reasonable to a
subset of basic concepts and relations that are directly involved in forming the mathematical model and control
decisions. The key concepts of the ontological model include the following classes:
e DataCenter — a generalized concept describing a data center as an integrated computational
and engineering system,;

e ITResource — computational resources of the data center (servers, processors, memory,
network components);

e EngineeringResource — engineering infrastructure, including power supply and cooling
systems;

o Workload — computational workloads, tasks, services, or virtual machines;

o EnergyConsumption — characteristics of electrical energy consumption by individual

components or by the system as a whole;

e ControlPolicy — control policies aimed at optimizing energy consumption;

e Constraint — operational, resource, and thermal constraints;

e Metric — performance indicators (energy efficiency, performance, SLA).

e The specified subset of classes forms the conceptual core of the ontology and represents both
the physical components of the data center and abstract control and evaluation elements. The
relationships between the basic concepts are formalized through a system of semantic relations, the
main ones being:

e hasResource(DataCenter, ITResource) — the data center contains computational resources;

e hasEngineeringResource(DataCenter, EngineeringResource) — the data center includes
engineering infrastructure;

e runsOn(Workload, ITResource) — a workload is executed on a computational resource;
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e consumesEnergy(ITResource, EnergyConsumption) — a computational resource consumes

energy;

e supportedBy(ITResource, EngineeringResource) — the operation of computational resources

is supported by engineering infrastructure;

o governedBy(ITResource, ControlPolicy) — the operating mode of a resource is determined by
a control policy;
o restrictedBy(ControlPolicy, Constraint) — control policies are constrained by operational

requirements;

e cvaluatedBy(DataCenter, Metric) — the state of the data center is evaluated using defined

metrics.

e These relations reflect energy-related, functional, and control dependencies between system
components and ensure the semantic consistency of the ontological model.

The identified subset of concepts and relations is used as a semantic basis for:
- forming variables and parameters of the mathematical optimization model;

- automated identification of active constraints;
- interpreting optimization results in domain-specific terms;

- supporting adaptive control of data center energy consumption.

Thus, the defined subset of concepts and relations serves as a linking layer between the

abstract ontological model and applied optimization algorithms, ensuring the integrity and

interpretability of the obtained solutions.

Table 2 presents a subset of basic concepts and semantic relations of the general ontological model that

are directly used in forming the mathematical problem of data center energy consumption optimization. The

identified relations ensure consistency between the infrastructure structure, energy consumption characteristics,
and control mechanisms, which enables the integration of the ontological model with optimization algorithms.

Table 2 - Subset of Concepts and Relations of the General Ontological Model

Class (Concept) Semantic Relation Related Class Purpose of the Relation in the
Optimization Task

DataCenter hasResource ITResource Formalization of the data center’s
computational resource composition

DataCenter hasEngineeringResource | EngineeringResource | Description of engineering
infrastructure influencing energy
consumption

Workload runsOn ITResource Modeling of workload placement
and migration

ITResource consumesEnergy EnergyConsumption | Linking a resource to its energy
consumption profile

ITResource supportedBy EngineeringResource | Accounting for energy and thermal
support of resources

ITResource governedBy ControlPolicy Application of control policies to
computational resources

ControlPolicy restrictedBy Constraint Constraining control policies by
operational and SLA requirements

DataCenter evaluatedBy Metric Evaluation of data center operational
efficiency

EngineeringResource | affects EnergyConsumption | Accounting for the impact of cooling
and power supply on energy
consumption

Metric reflects EnergyConsumption | Formation of optimization criteria

and objective functions

Figure 4 shows a graph of the applied ontology, in which the vertices correspond to concepts (classes)
and generalized subsystems of the domain, while the edges represent semantic relations between them. The
visualization is based on a force-directed layout, which provides automatic grouping of logically related
elements and improves the perception of the model structure.
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Fig. 4. Example of Ontological Graph Implementation

The ontology classes (DataCenter, ITResource, EngineeringResource, Workload, ControlPolicy,
Constraint, Metric, EnergyConsumption) represent the key concepts required to describe the data center
infrastructure, its energy characteristics, and control mechanisms. In addition, nodes representing subsystems
(computational, engineering, workload, and control) are distinguished, reflecting the semantic decomposition of
the domain and enabling visual structuring of the ontology.

Semantic relations between concepts reflect functional, energy-related, and control dependencies,
including workload placement on computational resources, energy consumption, support of resources by
engineering infrastructure, application of control policies, and evaluation of data center operational efficiency.
Edge labels ensure an unambiguous interpretation of each relation.

The use of an applied ontology as the semantic core of a data center energy consumption optimization
system opens a number of promising directions for further development from both theoretical and applied
perspectives. The ontological model provides a formalized and interpretable representation of knowledge about
data center infrastructure, creating a foundation for building intelligent, adaptive, and scalable control systems.

One of the key prospects is the integration of the ontology with artificial intelligence and machine
learning methods. The ontological model can be used for semantic interpretation of learning outcomes, for
shaping the state and action spaces in reinforcement learning tasks, and for constraining the solution search
space based on expert knowledge. This makes it possible to combine the high adaptability of intelligent
algorithms with the explainability and formal consistency inherent in the ontological approach.

An important direction is the extension of the ontology toward digital twins of data centers. A
formalized representation of the infrastructure structure, operating modes, and energy characteristics allows the
ontology to serve as a knowledge backbone of a digital twin, supporting scenario simulation, energy
consumption forecasting, and assessment of the effects of control actions prior to their actual implementation.

The ontology also creates prerequisites for unification and standardization of data center descriptions,
which is particularly relevant for heterogeneous and distributed computing environments. The use of a common
ontological vocabulary ensures interoperability between different monitoring, optimization, and control systems
and simplifies the integration of new components and services.

Another promising application of the ontological approach lies in decision support and strategic
planning tasks. The ontology can be employed to analyze long-term energy consumption trends, evaluate the
effectiveness of investments in infrastructure modernization, and generate recommendations for transitioning to
more energy-efficient and environmentally sustainable solutions.

Special attention should be given to the potential use of the applied ontology in the context of
regulatory requirements and sustainability policies. The formalized representation of energy indicators and
corresponding constraints enables automated compliance monitoring with energy efficiency standards,
environmental regulations, and reporting requirements, which is particularly important for large-scale data
centers and cloud service providers.

Thus, the applied ontology for data center energy consumption optimization demonstrates significant
potential for further development and practical implementation. Its use facilitates the transition from isolated
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algorithmic solutions to comprehensive knowledge-oriented control systems capable of improving energy
efficiency, enhancing transparency of decision-making processes, and adapting to the dynamic operating
conditions of modern data centers.

CONCLUSIONS

The paper addresses a relevant scientific and practical problem of optimizing data center energy
consumption under conditions of increasing complexity of computational and engineering infrastructure. It is
shown that traditional energy optimization approaches based solely on mathematical or algorithmic methods do
not adequately account for semantic dependencies between data center components and limit the adaptability of
control systems in dynamically changing operating conditions.

An ontological approach to data center energy consumption optimization is proposed, based on a
formalized representation of domain knowledge in the form of an applied ontology. A semantic decomposition
of the domain is developed, allowing the data center to be represented as a set of interrelated computational,
engineering, workload, and control subsystems, between which energy-related, functional, and control
dependencies are defined.

A subset of basic concepts and relations of the general ontological model is identified, which is directly
used in the optimization task. It is shown that this subset ensures semantic consistency between the data center
infrastructure structure, energy consumption characteristics, and control policies, and can serve as a basis for
forming variables, parameters, and constraints of the mathematical optimization model. A general scheme of the
ontological approach is developed, implementing a closed loop “data — knowledge — optimization — control,” in
which the ontology performs the role of an integration and interpretation mechanism.

The obtained results confirm the feasibility and effectiveness of using an ontological approach for
building intelligent data center energy consumption optimization systems. The proposed solution provides a
theoretical and methodological foundation for further integration with mathematical optimization methods,
artificial intelligence algorithms, and the digital twin concept, and can be applied in the design of energy-
efficient and environmentally sustainable computing infrastructures.
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